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Pre-requisites

Please refer to the pre-requisites outlined in the reference guides below. This guide does not
cover VCS Clustering. If a VCS Cluster is in place, it is recommended that each VCS in the
cluster should be operational and replicating configuration before enabling TMS Agent
replication.

Reference guides

TMS Provisioning Deployment Guide

TMS Provisioning Troubleshooting Guide

VCS Authenticating Devices Deployment Guide X7.1

VCS Authenticating Devices Deployment Guide X7.0

VCS Authenticating Devices Deployment Guide X6.1



http://www.cisco.com/en/US/docs/telepresence/infrastructure/tms/config_guide/Cisco_TMS_Provisioning_Deployment_Guide_13-0.pdf
http://www.cisco.com/en/US/docs/telepresence/infrastructure/tms/config_guide/Cisco_TMS_Provisioning_Troubleshooting_Guide_13-0.pdf
http://www.cisco.com/en/US/docs/telepresence/infrastructure/vcs/config_guide/Cisco_VCS_Authenticating_Devices_Deployment_Guide_X7-1.pdf
http://www.cisco.com/en/US/docs/telepresence/infrastructure/vcs/config_guide/Cisco_VCS_Authenticating_Devices_Deployment_Guide_X7-0.pdf
http://www.cisco.com/en/US/docs/telepresence/infrastructure/vcs/config_guide/Cisco_VCS_Authenticating_Devices_Deployment_Guide_X6-1.pdf

Errors when enabling TMS Agent on a Single VCS
Unable to connect to the Remote TMS agent

SUMImary Settings Registrations Active Callz Services Clustering | ThS Agent | Connection | Permizsions | Logs
TMS Agent Configuration
Remate TMS Agent (VOS]

Unahle ta connect to the TMS agent on this ¥CS.
Settings
Enable Th= Agent Data Replication:
Authentication Scheme: Digest

Local TMS Agent (TS

Succeszsfully connected to the TMS agent running locally on this TMS server.

List of Replicating Agents

tms THZ TME agent running on another TMS server

| Showe Replication Status |

[ | | Refresh |

Veritfy that a DNS hostname is supplied in the connection tab for the VCS. DNS needs to be
setup correctly for the TMS Server to be able to properly connect to the Remote TMS Agent. See
DNS Items to Check. Also verify that the Device provisioning key is installed. If it is installed
try to reboot the VCS Control. If you see this message on a VCS Expressway this is normal
behavior, as a VCS Expressway should not have the device provisioning key installed.

Failed to enable TMS agent data replication

If you get the following message “Failed to enable TMS agent data replication” message from
the activity status page and there are no errors regarding the reason for failure, follow the steps
below. If a reason for failure exists, check the other common errors included in this guide.

Betivity log

232012 44216 PM Event Cresated

F2I2012 44218 PM Event executed by TMS

F2I2012 44218 PM TMZ agert data replication wil be set up for the following systemis) vos

F232012 44218 PM Reading local TMZ agent status

F2I2012 44218 PM Reading TMZ agent stetus on 'vos'

F232012 44218 PM Reading TMZ agent stetus on 'vos'failed

F2I2012 44218 PM Failed to enable TMS agent data replication for “wos'

F232012 44218 PM The evert failed to complete. Details: TMS agent data replication setup failed for the following system(s); ves



Rebuilding the TMS Agent database on VCS

WARNING: The following steps will cause Movi user login failure. Current logged in users will
remain logged in but new users will be unable to login until replication has completed.

Disabling replication on TMS

1. On the TMS’s Systems navigator page, click on the VCS and then select the TMS Agent
tab. Verify that the replication check box is unchecked on each VCS.

2. Wait for the process to complete (this will take several minutes. It will be completed
when it reports complete on the activity status page.)

Reinstalling the TMS Agent database on VCS

1. SSH into each VCS peer using the root login.

Type tmsagent_destroy and purge data on each VCS.
3. Read the disclaimers and press Y

Do this until it says OK

If these continue to fail after about 3 times type the following commands in the order listed
below:
4. /etc/init.d/S77provisioning stop
/etc/init.d/S760opends stop
/etc/init.d/S760pends uninstall
/etc/init.d/S76opends start
/etc/init.d/S7 Tprovisioning start

0 3 N W

If it still fails, remove the device provisioning key and wait about 2-5 minutes. Reboot the VCS,
add the key back, and wait another 2-5 minutes. Next run the tmsagent destroy and purge data
command to get visual confirmation of it working. Replication can now be enabled.

Directory Service not running

If an alarm exists on the VCS indicating that the directory service is not running, reboot the VCS. If the
alarm remains please follow the above instructions for Rebuilding the TMS Agent database on VCS.

VCS was not found in the list of replicating agents

The VCS will not show up in the list of replicating agents until the TMS Agent has successfully
replicated the provisioning data to it. If you receive the following error on the TMS Agent tab in
Systems -> Navigator follow the steps below:

TMZ agent data replication is enakled, but the network address of this YCE was not found in the list of replicating agents read from the local TMS
L, agent. If you have recently enabled data replication for this system, please wait and refresh after the background event on the TMS Server
zetting up the replication has finished. If not, try to reenable the replication by turning it off and then back on again.

1. Wait and refresh after 2-5 minutes. Try to re-enable the replication by disabling and
enabling again. If it fails again, check to make sure the TMS can communicate with the
VCS on the following ports:



Direction (relative to
Service Protocol | Port T™S)
In Out
TMS-Agent data TCP 8989 X X
TMS-Agent Administrative functions | TCP 4444 X X

Port 8989 is the replicating port used between all replicating partners meaning this port needs to
be open between each TMS and VCS in the network. The traffic exchanged on this port is
encrypted.

If a firewall is located between the TMS and VCS, port 80 (http) and 443 (https) will need to be
open in addition to the ports above.

DNS Errors enabling replication

If you receive the following error:

- Unable to enable replication for 'vcs'. A DNS lookup of the TMS host name on this VCS
does not match the TMS IP address.

- Failed to enable TMS agent data replication for 'vcs'

- The event failed to complete. Details: TMS agent data replication setup failed for the
following system(s): vcs

DNS Items to Check

1. Remote Desktop into the TMS, open command prompt and execute the command:
nslookup of the FQDN which matches the Network Address at the bottom of the TMS
Agent settings page. The page can be found by selecting Administrative Tools -
> Configuration. TMS example: nslookup TANDBERG-MS.tandberg.com

If TMS is in a redundant set up, each TMS will need a resolvable forward record.

The records do not have to match the physical hostname of the windows box, but if you have
more than one forward or reverse lookup assigned to a different hostname or ip address this can
cause the DNS lookup to fail.

Once the forward record for the TMS are created this should no longer be a problem.

We have seen cases where multiple DNS reverse records could cause issues in older TMS
versions. To eliminate this issue only one reverse record is recommended. You can verify this by
doing a nslookup of the ip address. Example: nslookup 10.10.0.1



Restoring the local TMS Agent from the Remote TMS Agent

*Note: This is used if the TMS Agent database on the TMS Server is corrupt but the VCS
database is operational or if a known working backup from the TMS does not exist.*

Stop TMS agent replication for the VCS following the Disabling Replication Instructions
Go to the Maintenance -> Backup and restore page on the VCS and click the "Create
TMS Agent backup file" button.

The file will save as a tar.gz file.

3. Open the tar.gz file in 7-Zip and click the folders until it looks like the picture below

N —

4. Extract the files to a known location
5. Select on the files and right click as seen below

Name Saze Packed Zme  Modified Mode Lser Group
)i [config | 1154583 1155072 30111307 13:43 Orweerear=x ract roat
L. replicationChanges 2ia 07 230400 Z011-13-07 142 Oraccr-xr-x  root oot
L. schema 5B 323 581120 2011-13-07 1342 Oraccr-ar-x root root
o tazks q18 1536 2011-11-07 13:42 Orascr-xr-x oot rack
L. uterRaat Q60 197 QR0 480 2011-13-07 13:42 Opsxr-sr-x  roat raat
= vpp.config 218 512 2011-10-28 09:53 Dra-r--r--  roat roat

- 6 iterns selected Date modified: 10/28/2011 10:53 AM - 11/7/2011 1:34 PM
EEH

Organize v 3 Open Share with v Bumn New folder "] o
% Favorites Name 2 Date modified Type Size
Bl Desktop |, config 11/7/20111:34 PM  File folder
& Downloads 1. replicationChanges 11/7/2011 1:34 PM File folder
%, Recent Places 1. schema 11/7/2011 1:34 PM File folder
1 tasks 11/7/2011 1:34 PM File folder
4 Libraries | 1. userRoot Ty
¥ Documents = app.config Open, ML Configuratio... 1KB
& Music Open in new window
| Pictures Share with
|| Shared
E S U Scan for threats...
{ 5
Send to 0 Bluetooth device
1 Computer Cut 1, Compressed (zipped) folder
ﬁ System (C:) Copy Bl Desktop (create shortcut)
4 Documents
€ Network Create shortcut & | Faxrecipient
Delete J Mail recipient
Rename Q Skype
Properties h WinSCP (for upload)
&4 DVDRW Drive (D)




6. Once the zipped folder has been created, verify that all the folders show up within the file
by double clicking on the zip folder.
*Note: If you double click the zipped folder and there is a single directory that you
have to click into to view the folders and app.config the process will not work!*

7. Rename the folder to “TMSAgentBackup.<year><month><day><time>" Example:
TMSAgentBackup.201011071300
The time should be in 24 hour format. For instance, in my example it is 1:00pm

8. Verify that replication on all devices are disabled. This includes replication between TMS
Agents in a TMS redundant setup.

9. Clear the List of Replicating Agents on the Administrative Tools -> Configuration ->
TMS Agent Settings page

10. RDP into the TMS and go to the Backup Directory stated on the TMS Agent Settings
page

11. Copy the new file called TMSAgentBackup.201011071300.zip into the Backup
Directory.

12. Refresh the TMS Agent Settings page. This will add the newly added file into the drop
down box as seen in the picture below

TMS Agent Backup
Settings

Automatic Backup Enabled

Yes (=]
Backup Directory: C:\Program Files (xG6)\TANDEERGITMSwww TMS dataiBackupt

Timestamp Backup Files Ves [v

Days to Keep Backup Files 10
Recurrence: i ]

Daiily ‘L
Time of Day 3:00 AM F

Do Backup/Restore

TMSAgentBackup 201111071300 T] I | Note that the List of Replicating Agents must be cleared to restore the TMSAgent.

TMSAgentBackup 201111070300
TMSAgentBackup 201111060300
TMSAgentBackup 201111050300

Th TMSAgentBackup 201111040300
TMSAgentBackup 201111030300

N TMSAgentBackup 201111020300
T TMSAgentBackup 201111010300

TMSAgentBackup. 201110310300 THS

| Save | | cancel |



13. Then click the Restore Now button.

14. Once the TMS agent data restore is successful, run the TMS agent diagnostics on the
local TMS Agent

15. Go to the provisioning directory and verify the configuration and users are showing up.

16. Re-enable replication on the VCS.

Manually Rebuild the Indexes for the local TMS Agent database

This process is to be used if you are running TMS version 13.1 or later and are receiving index
errors while running the local TMS Agent diagnostics after you have clicked the “Fix” button.

1. RDP into the TMS

Go to start run and type: %OPENDS HOME%\bat

Open the file control-panel.bat and log in with the LDAP Configuration Password
(Default is TANDBERG) It should look like below:

4. Click Verify Indexes

bl

El’.‘lpcn[r'j Control Panel M=l E3
File ‘iew Help

¥ Direct Dat.
=il - Server Status

Ma Ertries
rege Server Status: started Stop | Restart |
Raswe Basa DA .. Open Connections: 7
Import LOIF. ..
Export LDIF... -~ Server Details
Host Mame: YDTMS1
Backup... - * . '
Administrative Users: cn=Directory Manager
Rastore... Installation Path: C:\Prograen Files (x86)\ TANDEER G TMS! Provisioning L OpenDrs-2.0
* 5el Yersion: CpenDS Direckory Server 2.000
Jawva Version: 1.6.0_05
¥ Indexes Administration Connector: Port 4444 (LDAPS)
Marage Indexes '
Connection Handlers
b Incee, Address:Port | Protocol State
LDIF Disabled
*  Monitoring | T T
5939 Replication {secure) Enabled
> Runtime Options 0.0.0.0:161 SHMP Disabled
0.0.0.0:359 LDAP Enabled
0.0.000:636 LDARS Enabled
0.0.0.0:1659 AT Disabled
Data Sources

Missing Age of Oldest
Replication ‘ Changes Missing Change

do=provisioning userRiook 42 Enabled 0 Mot Availzsble

Base DN [ Backend ID | Entries




5. This will bring up a screen like below:
6. Select all Available Indexes and click the Add > button.

Eunl:rul Panel - Yerify Indexes

Base DM: dc=pravisioning ;I

Action: (% Verify Entry Contents are Properly Indexed

Aevailable Indexes: Selected Indexes:

add = | SIPIdentitySIPURI =
aci
< Remaove | cn
COMCAInET
cormmniqueld
descripkion
deviceld
displayhlame
dnzid
ds-sync-hist
entey UID
FindrMelri
idzchildren
idZsubtres
memberOF LI

(*) Requires Rebuild

= Werify All Index Key Enkry ID's are Clean and Refer ta Existing Entries

Inde; I drizid LI

(04 I Cancel

7. After this finishes, do the same thing again, but select rebuild indexes on the OpenDS control
panel page.

Enabling TMS Agent in a high latency environment

When enabling replication on VCSs, 300ms is the maximum round-trip latency allowed for the
TMS agent to properly operate/replicate to all of the replicating peers (any device that TMS
Agent is running such as TMSs and VCSs). If the round-trip latency is above 200ms between
any of these replicating peers your infrastructure may experience issues with replication.

If you have a high latency network, you will most likely experience issues while enabling
replication and it will go one of three ways.



1. Replication is successful
2. Errors are received before the Initialize TMS agent method
3. Errors are received after the Initialize TMS agent method

Steps to troubleshoot the two errors:

While replication is executing, click on the Enable TMS agent data replication for system(s)
event from the activity status page to track its progress.

As it is replicating you will need to refresh the page as this will not be done automatically.

If you receive errors before the “Initialize TMS agent on VCS Name” go to Rebuilding the
OpenDS database on VCS

If you receive any errors after the “Initialize TMS agent on VCS Name” status, run the TMS
Agent diagnostics for the VCS on the TMS Agent diagnostics page. If you receive mostly green
checks, test your Jabber/Movi clients to see if they login. All red checks indicate the replication
process has failed and requires executing the Rebuilding the OpenDS database on VCS

Resetting the TMS Agent database password on TMS

If you receive the unknown error when setting the TMS Agent password on the TMS Agent
settings page, this procedure can be followed to reset the Directory Manager Password to the
default of TANDBERG. This should be done when replication on all devices have been disabled.
This includes replication between TMS Agents in a TMS redundant setup.

1. Open command prompt
2. Go to the OpenDS-2.0\bat directory:
cd %OPENDS _HOME%\bat
3. Run this command:
encode-password.bat -s SSHAS512 -c TANDBERG > C:\ENCPASSWORD.txt
4. Stop the TMSAgents Windows Service, which will also stop the OpenDS Windows
Service
5. Open the file:
%OPENDS HOME%\config\config.ldif
6. Find the section:
dn: cn=Directory Manager,cn=Root DNs,cn=config
objectClass: person
objectClass: organizationalPerson
objectClass: inetOrgPerson
objectClass: top
objectClass: ds-cfg-root-dn-user
userPassword:
{SSHA512}KFfaERuBiOesVUg/mf7EB4xqq5¢OOPFDuVBiZCPaBetrgN92rwbeJ TPiP
Z+13ferqN8D4UgnASjIBLRbrtUFT9J1d/vN85dg
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10.
11.
12.
13.

14.

Replace the userPassword string with the sting in the ENCPASSWORD.TXT file
(without the quotes)

Remove or rename the app.config file located in the following directory:
TANDBERG\TMS\wwwTMS\Data\TMS A gent\app.config

Start the TMSAgent Windows Service, wait about 1 minute and it will start the OpenDS
Windows Service as well.

In the TMS Portal, go to Administrative Tools > TMS Agent Settings

Change the password fields to TANDBERG

Once the process is complete:

Stop the TMSAgent Windows Service, which will also stop the OpenDS Service
Remove or rename the app.config:
TANDBERG\TMS\wwwTMS\Data\TMS A gent\app.config

Start the TMSAgent Windows Service, which will restart the OpenDS Windows Service

Another way to verify that the TMSAgent Windows service and OpenDS Windows service are
running is to open Windows Task Manager and select the Processes tab to verify that there are 2
java.exe processes running. The first process starts quickly. The second instance may take a
minute or 2 to start. This means the services are running but doesn’t guarantee that they are

running properly.

il windows Task Manager =]

File Options View Help

'Applimﬁons Processes |Services| Performance | Networkingl Users I
Image Mame = | User Name | CPLU | Memory (... | Description |;|
CSrsSs.exe SYSTEM a0 1,268 K Client Server Runtime Process
dwm.exe Administrator a0 1,160 K Desktop Window Manager
explorer.exe Administrator a0 17,184 K Windows Explorer
inetinfo.exe SYSTEM oo 4,504 K Internet Information Services

119,756 K

Java(T™) Platform SE binary

java.exe *32 SYSTEM a0 121,452 K Java{TM) Platform SE binary
LcdPanelService,...  SYSTEM oo 3,132K LodPanelService

LogonUL.exe SYSTEM 14 5,484K  Windows Logon User Interface Host
lsass.exe SYSTEM a0 5,156 K Local Security Authority Process
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Checking the Replication Status

Checking the replication status of a VCS can help identify replication issues. To check this, go to Systems
Navigator and select the VCS. Click on the TMS Agent tab and select the “Show replication status”
button. You will get a drop down box that looks like the image below:

Replication Status

do=provisioning - Replication Enakled

Server : Entries : M.CL (10 &0 MC, (27 Port (31 Security (4)

TMS: 4444 ;67 0 MNA& ;5989 : Enabled
vl 4444 0 67 00 NJA 5959 ;. Enabled

[1] The number of changes that are still missing on this server (and that have been applied to &t least one of the other servers).
[2] Age of cldest missing change: the date on which the oldest change that has not arrived on this server was generated.

[3] The pott used to communicate between the servers whose contents are being replicated.

[4] Whether the replication communication thraugh the replication port is encrypted ar nat.

| Show Replication Status |

If there are errors in this box, it will help you determine the next steps to fix the replication issue and will
also indicate if a port is being blocked.
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