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• CRS-3 Architecture 

• CRS-3 Life of a Packet 

• CRS-3 Troubleshooting Commands 

 



Cisco CRS-3 Routing System - Overview 

CRS-3 

• 3.5x Capacity Upgrade 

 From 40G/Slot to 140G/Slot in existing 
chassis, same power profile 

 In-service upgrade in all form-factors for 
operational ease 

 Dense 10GE, Standards-based 100GE 
modules 

• Video Leadership 

 Built-in hardware video monitoring for 
rich experiences 

• Superior 100GE Implementation 

 Single flow at Layer 3 (not 2x50) 

 Fully redundant config (no active-active 
fabric need) 

 



CRS-3 Multishelf Systems 

Switch Fabric 

• Fiber cables are used to 
interconnect LCC through SFC 

• Interchassis management 
system control plane traffic does 
not pass through fiber cables 
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• Midplane design with front & rear access 

 Front 

• 16 PLIM slots 

• 2 RP slots + 2 Fan Controllers 

 Back  

• 16 MSC Slots 

• 8 Fabric cards 

• Dimensions: 

• 23.6” W x 41*” D x 84” H 

• 60 W x 104.2 D x 213.36H (cm) 

• Power: ~13.2 KW (AC or DC) 

• Weight: ~1600 lbs/723kg 

• Heat Dis.: 41000 BTUs 

CRS-3 16-slot Line Card Chassis 



Q&A 

Pergunta 1: É possível inserirmos uma MSC-40 em um 
chassis enhanced? 

(a) Sim 

(b) Não 

 



CRS-3 16-slot Line Card Chassis 

• The CRS-3 system is completely compatible with existing and future 
components of the Cisco CRS Family. It reuses existing Cisco CRS-1 
components such as the chassis, power, fan trays, and fiber 
interconnects. It is also compatible with Cisco CRS-1 components such 
as route processors and all 40-Gbps line cards. 

• Compatible with all current Cisco CRS-3 Family modular services cards 
(MSC), forwarding processors, interface modules (PLIM), route 
processors, and fabric cards. 

• Compatible with all current Cisco CRS-1 Family modular services cards 
(MSC), interface modules (PLIM), and route processors. 

 

 



• Two route processors  

•  16-Slot Route Processor (CRS-16-RP ) 

•  16-slot Route Processor, revision B (CRS-16-RP-B) 

•  16 Slots 6 Gb Performance Route Processor (CRS-16-PRP-6G) 

•  16 Slots 12 Gb Performance Route Processor  (CRS-16-PRP-12G) 

• Two Cisco CRS-1 16 slot system fan controllers (CRS-16-LCC-FAN-CT) 

• Eight Cisco CRS-3 16 slot system fabric cards (CRS-16-FC140/S ) 

• Two power shelves (either DC, AC type Wye, or AC type Delta) or Modular 

•  AC Delta Power Shelf for 16-Slot LCC (CRS-16-LCC-PS-ACD) 

•  AC Wye Power Shelf for 16-Slot LCC (CRS-16-LCC-PS-ACW) 

•  DC Power Shelf for 16-Slot LCC (DC Power Shelf for 16-Slot LC) 

• Two alarm cards (CRS-16-ALARM) 

• Two fan trays (CRS-16-LCC-FAN-TR) 

• One fan filter  

 



The CRS 16-slot linecard chassis was redesigned and released in 2011 as CRS-16-LCC-B. The following changes 
were made: 

• The midplane on the Cisco CRS 16-Slot Line Card Chassis Enhanced router is redesigned to support 400G per slot 
(future fabric replacement => CRS-X). 

• A new reduced height Power Shelf has been introduced for the Cisco CRS 16-Slot Line Card Chassis Enhanced 
router, which results in larger space for air intake (at the bottom of the chassis). This increases the overall cooling 
efficiency of the chassis.  

• A new Alarm Card has been introduced for the Cisco CRS 16-Slot Line Card Chassis Enhanced router that is 
designed to fit in the new reduced height Power Shelf.  

• The Cisco CRS 16-Slot Line Card Chassis Enhanced router Fan Controller monitors and controls nine cooling fans 
per fan tray using Pulse Width Modulation (PWM).  

• The Cisco CRS 16-Slot Line Card Chassis Enhanced router removes the zone circuit breaker and power-zoning 
requirement.  

• The Legacy power shelves, alarm modules, fan trays and fan controllers are not supported with the 16-Slot 
Enhanced Chassis (CRS-16-LCC-B). 

 

 





• Power system architecture provides fully redundant AC or DC power 

• Line card chassis still operates normally if: 
 One AC rectifier or DC PEM fails 

 One entire power shelf fails, or one bus bar fails 

• For system degradation to occur requires two failures:  
 In both the A and B sides of power architecture that effect the same load zone 

• Same architecture used for both AC and DC powered line card chassis 

• Three different types of power shelves; DC, AC Wye and AC Delta 



Status Monitoring  

Alarm module responsible for monitoring AC rectifiers or DC PEMs plugged into the power shelf  it 
shares 

• The monitored parameters include: 

 Circuit Breaker Tripped conditions 

 Power Good 

 Power Fail 

 Internal Fault 

 Over Temp conditions 

 AC rectifier or PEM presence 

 Voltage and current output levels 

• Has a backup power connection to the neighboring power shelf  





Fan Control Architecture  

• The fan control architecture: 
 Controls fan speed to optimize cooling, acoustics, and power consumption for various chassis-

heating conditions 

 Monitors the cooling system with temperature sensors on modules and cards 

 Is redundant from both a power and cooling standpoint 

 Supports a redundant load-sharing design that contains: 

 Two fan trays, each containing nine fans 

 Two fan controller cards 

 Control software and logic 

• There are four normal operating fan-speeds, plus one high-speed setting 
used when a fan tray has failed. 



Line Card Chassis Fan Tray  

• The two fan trays: 

 Are interchangeable 

 Plug into the rear of LC chassis 

 Each line card chassis fan tray contains:  

• Nine fans 

• A front-panel status LED  

 

Status 

LED 



Line Card Chassis Fan Controller Card  

BITs/SETsE

xt. Clk 1 

BITs/SETsE

xt. Clk 2 

Status 

LEDs 



Fan Controller Card Operation 

• Fans run at 4300 to 4500 RPM at initial power up 

• Fan control software takes control of fan speed once the system is 
initialized (could take 3 to 5 minutes) 

• Fan controller cards and fan trays have quick-shutdown mode to 
aide in OIR 

• Quick-shutdown mode minimizes inrush current during hot swap or 
OIR 



Cooling System Redundancy  

• The redundancy design in the cooling subsystem can tolerate: 

 A single fan tray failure 

 A single fan failure 

 A single fan controller board failure 

 A single fan cable failure 

 A single power shelf, or a single power module (PEM or AC rectifier) to fail without impacting 
routing system or line card chassis availability 



Thermal Sensors  

Thermal sensors on each board in system monitor temperatures throughout chassis 

 Three types of sensors in the chassis: 

• Inlet 

• Exhaust 

• Hot spot 

 Any sensor can send a thermal alarm 

 When thermal alarm occurs fault condition passed to SP on each fan controller board for control 
software to takes appropriate action 



Air Filter Replacement 

• The chassis has a replaceable air filter mounted in a slide-out tray above the 
lower fan tray. The Cisco CRS 16-slot line card chassis air filter plugs into the 
rear (MSC) side of the chassis.  

• You should change the air filter as often as necessary. Before removing the 
air filter for replacing, you should have a spare filter on hand. Then, when you 
remove the dirty filter, install the spare filter in the chassis. 

• The CRS-16 replacement filters 

•  CRS-16-LCC-FILTER => CRS-16S  

•  CRS-FCC-FILTER => Fabric Card Chassis 

• A lattice of wire exists on both sides of the air filter with an arrow that denotes 
airflow direction and a pair of sheet metal straps on the downstream side of 
the filter assembly.  

 

 

 

 



Switch Fabric Overview 

• The Cisco CRS routing system fabric is implemented through multiple 
redundant switch fabric cards (SFCs) installed in the chassis. The switch 
fabric uses a cell-switched, buffered, three-stage Benes switch fabric 
architecture. The switch fabric receives user data from a modular services 
card (MSC) or Forwarding Processing card (FP) and performs the switching 
necessary to route the data to the appropriate egress MSC or FP.  

• A fabric plane on a CRS-3  is made of 3 Switching ASIC Elements (SEA) 
known as S1, S2, and S3. The only difference between an S1, S2, or S3 is 
how the ASIC is configured. 

• In a standalone chassis, all the elements are contained on a single fabric 
card .  

 

 



Switch Fabric Overview (Continued) 

• If the line card chassis (LCC) is operating as a single-shelf (standalone) 
system, there are two types of switch fabric cards used in the LCC:  

• CRS-16-FC/S (40G) 

• CRS-16-FC140/S (140G) 

• The CRS-16-FC140/S fabric is able to operate in both 40G mode and 140G 
mode to allow interconnection between 20G, 40G, or 140G MSCs and FPs.  

• The CRS-1 uses CRS-16-FC/S fabric modules. 

• The CRS-3 uses CRS-16-FC140/S  fabric modules. 



S123 CRS-16-FC/S Physical Overview  
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Route Processor (RP) – Overview  

• The RP combines system controller functionality with route processing capability 

• Each 16-Slot Line Card Chassis contains two route processor (RP) cards that: 

 One RP serves as the active master, while the other serves as the standby unit 

 Are located in dedicated slots  the front side of the chassis in the center of the lower PLIM card 
cage 

 Distribute forwarding tables to the line cards 

 Provide a control path to each MSC via 100 Mbps FE connection 

 Provide the system-monitoring functions 

 Contain the hard disks for system and error logging 
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RP Front Panel and Memory Options 
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• RP IDE hard drive: 
• Used for storing debug info, such as, core 

dumps from RP or MSCs 

• Typically only active when needed 

• Hot-pluggable and sled mounted 

RP Front Panel and Memory Options 



•PCMCIA Flash 
• Each RP provides two ATA type PCMCIA flash 

slots to store up to 1 GB storage systems 

• Disk0: is fixed and used for permanent storage 
of configuration and image files required for 
operation of OS 

• Disk1: is an externally accessible media slot  



• Performance Route Processor (PRP) 

• Intel based Multi-core CPU  

• More horse power than PowerPC 

• Increased RAM and L1/L2 Cache 

• Control Plane / Multi-Chassis Scale 

• Faster convergence 

• Increase control plane scale 

• Improve system performance, serviceability and debugging 

• Control plane protection  

Performance Route Processor (CRS-16-
PRP-6G/CRS-16-PRP-12G) 



• Larger scales (MC) 

• Boot up time improved 

• RP failover time improved 

• CPU intensive tasks improved (SNMP, …) 

• Control plane convergence time improved (Route Reflector) 
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CRS 8 Slot CRS-8-LCC 
Midplane design: 

 Front 

 8 PLIM slots 

 2 RP slots 

 Back  

 8 MSC Slots 

 4 Fabric cards 

Dimensions: 

 17.5” W x 36.6” D x 38.5” H 

 (44.5 W x 93 D x 97.8 H cm) 

Power: 7.5 KW DC,  
                8.75 KW AC 

Weight: ~ 600 lbs/275kg 

Heat Dis.: 27,350 BTU 

Rack mountable 



CRS 8-Slot Line Card Chassis Components – 
PLIM Side 

1. Cable management system 

2. Two route processor (RP) cards.  

3. PLIMs  

4. Air Filter 

5. Two AC rectifier modules or two DC 

power entry modules (PEMs), one for each 

power distribution unit (PDU).  



MSC Side 

1. Upper fan tray. 

2. Four half-height switch fabric cards (S123).  

3. Up to eight modular services cards (MSCs) 

4. Lower fan tray. 

5. The power system consists of two AC or DC power 

distribution units (PDUs), and two AC rectifier modules or 

two DC power entry modules (PEMs), one for each PDU.  



CRS 8-Slot Enhanced Chassis  
(CRS-8-LCC-B) 

• Cisco IOS XR Software Release 4.1.2 introduces support for the Cisco CRS Series 
Enhanced 8-slot Line Card Chassis (LCC).  

• Each slot has the capacity of up to 400 gigabits per second (Gbps) ingress and 400 
Gbps egress, for a total routing capacity per chassis of 12.8 terabits.  

• The LCC supports both 40 G and 140 G fabric cards and line cards.  

• The Cisco CRS-1 Carrier Routing System uses fabric cards designed for 40 G 
operation (CRS-8-FC/S or CRS-8-FC/M cards) and the Cisco CRS-3 Carrier Routing 
System uses fabric cards designed for 140 G operation (CRS-8-FC140/S or CRS-8-
FC140/M cards).  

• A mixture of 40 G and 140 G fabric cards is not supported except during migration.  

 



CRS 8-Slot Enhanced Chassis  
(CRS-8-LCC-B) Components  
• The CRS-8-LCC-B is supported in Release 4.1.2 to increase the middle 

plane to 400G per slot and to make necessary changes in thermal and 
power capacity to support this 400G capacity. This is compatible to support 
all 40G and 140G cards. 

• A new power shelf with an upgraded 70 Amp circuit breaker is created for 
the 400G chassis to support an increased load of 400G per slot. The 
changes made in the hardware have created a new Product ID (PID) for 
the Chassis (CRS-8-LCC-B), and new Modular AC and DC power shelves 
for the CRS-8-LCC-B. 

• CRS Modular DC Power Shelf for CRS-8/S-B (CRS-8-PSH-DC-B) 

• CRS Modular AC Power Shelf for CRS-8/S-B (CRS-8-PSH-AC-B) 

• The CRS-8-LCC-B supports only modular power modules. 



CRS 8-Slot Line Card Chassis  
Slot Numbering  

Front Rear 



Chassis Load Zones 



CRS 8-Slot Line Card Chassis  
Cooling System 
• Cooling system fully redundant allows for single-fault failure 

• Complete cooling system includes: 

• Two fan trays 

• Temperature sensors 

• Control S/W and logic 

• Air Filter, inlet/outlet air vents & bezels 

• Impedance carriers 

• 4 fans in each tray operate as a group 

• Thermal sensors located throughout chassis 

• S/W runs on SP to control fan operations 

• SP modules connected via internal Ethernet to SC on RP 



Line Card Chassis Airflow & Air Filter 

Fan Trays 

PDU 
Air Intake Air Exhaust 

Air Filter 

PLIM Side 

(Front) 

MSC Side 

(Rear) 



Fan Tray 

• Each fan tray: 

 Has 4 +24 VDC fans 

 Fan speeds range from 4000 to 6700 RPM 

 Fan tray board  

 Front-panel status LED 

•  
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CRS-1 8-slot Line Card Chassis  
RP Overview 

• Not interchangeable with 16 slot RP 

• Single MPC7457 (1.2Ghz) processor 

• 2 RPs required for redundancy 

• Route processing functionality 

• System Controller functionality 

• Alarm, fan and power supply controller 

functionality 

• Also used in the 4-slot CRS chassis 



RP Components  
(CRS-8-RP/CRS-8-RP-B) 

 Hard drive – 40 Gig. 

 Memory 2 or 4 GB 

 2 PCMCIA slots 

 CPU  

 2 SPF Modules 

 RJ45 Ethernet port 

 Fast Ethernet Midplane Connector 
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• The 4 slots configuration for the CRS systems family 

• 30” x 30.28” x 18.5” (height x depth x width) 

 

• Hardware configuration: 

 4 Line cards and PLIM cards 

 2 RP cards – Uses same RPs as 8-slot chassis 

 4 Fabric cards 

 1 Power shelf (4 power modules) 

 1 Fan tray  
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Fabric Card (1 of 4) 
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Fan Tray 4-slot Chassis 

RP/0/RP1/CPU0:firefly(admin)#show env 

fans  

Fan speed (rpm): 

       FAN1    FAN2    FAN3    FAN4 

Rack 0: 

Upper  3487    3487    3508    3487 

 

 

 

• Minimum speed = 3500rpm 

• Maximum speed = 7500rpm 

• OIR procedure: 

 Remove fan tray 

 Wait 10 sec 

 Re-insert fan tray 

 If fan tray not re-inserted within 45 
seconds, system will shut down 

Temperature range (deg C) Fan speed (rpm) 

- 28 3500 

27 32 4000 

31 36 4500 

35 40 5100 

39 43 5800 

42 46 6500 

45 - 7500 
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Modular Services Cards 

• The Cisco CRS-1 and CRS-3 Modular Services Card is a high-performance Layer 3 forwarding 
engine. Each MSC is equipped with two high-performance, flexible Cisco SPPs, one for ingress 
and one for egress packet processing. The card is responsible for all packet processing, 
including quality of service (QoS), classification, policing, and shaping. 

• Each line card is separated by a midplane into two main components: the interface module and 
the MSC. Each Cisco CRS-1 and CRS-3 line card maintains a distinct copy of the adjacency 
table and forwarding information databases, enabling maximum scalability and performance. 



Packet Flow Summary / Physical & Logical 
views 
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CRS-3 Modular Services Card 140G 
(CRS-MSC-140G) 

• 140 Gbps line rate distributed  forwarding 

• Compatible with CRS-3 line-card chassis 

• Compatible with all current Cisco CRS-1 line-card chassis with 140G fabric cards 

• Compatible with 1X100GBE, 14X10GBE-WL-XFP & 20X10GBE-WL-XFP interface modules 

• Requires release 4.0.0 PX or later 

• High speed edge applications  

• Supports up to 64,000 queues and 12,000 interfaces in hardware 

• Dual Core MPC8641D CPU with 4GB RAM on a daughter board named “Kensho”.  

• 4GB route table memory. Configurable with up to 8 GB of route table memory 

• 1 GB of packet buffer memory per side (2 GB total per line card [ingress and egress] 

 



CRS-3 Forwarding Processor  
(CRS-FP140) 
• 140 Gbps line rate distributed  forwarding 

• Compatible with CRS-3 line-card chassis 

• Compatible with all current Cisco CRS-1 line-card chassis with 140G fabric cards 

• Compatible with 1X100GBE, 14X10GBE-WL-XFP & 20X10GBE-WL-XFP interface modules 

• Requires release 4.0.0 PX or later 

• Core Peering Applications 

• Supports up to 8 queues per port 

• Supports 250 interfaces/subinterfaces 

• Configurable with up to 8 GB of route table memory 

• 1 GB of packet buffer memory per side (2 GB total per line card [ingress and egress]  

• MSC140 and FP140 are physically similar cards from an architectural / ASIC point of view 

 



CRS-3 Label Switch Processor  
(CRS-LSP) 
• 140 Gbps line rate distributed forwarding engine 

• Compatible with CRS-3 line-card chassis 

• Compatible with all current Cisco CRS-1 line-card chassis with 140G fabric cards 

• Compatible with 1X100GBE, 14X10GBE-WL-XFP & 20X10GBE-WL-XFP interface modules 

• Optimized for label switching functions in a service provider's network 

• Requires release 4.1.1 PX or later 

• Support for up to 8 queues per port 

• 4GB of route table memory 

• Configurable with up to 8 GB of route table memory 

• 1 GB of packet buffer memory per side (2 GB total per line card [ingress and egress]  

• MSC140 and LSP are physically similar cards from an architectural / ASIC point of view 

 



CRS-3 Line Cards (MSC, FP) 



Q&A 

Pergunta 2: Qual é a principal função da ASIC IngressQ de 
uma MSC? 

(a) Encaminhamento e validação de features de input 

(b) Enfileiramento e segmentação de células 

(c) Validação de features de output e replicação de pacotes multicast 
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Physical Layer Interface Module 

• PLIM provides Layer 1 and Layer 2 services and an interface for routing system 

• Optic modules on PLIM contain ports to connect fiber-optic cables  

• PLIMs  perform: 

 Framing 

 Clock recovery 

 Serialization and de-serialization 

 Channelization 

 Conversion between optical signals and electrical signals 

• MSCs and PLIMs installed on opposite sides of line card chassis and mate through chassis 
midplane 

• Chassis midplane enables you to remove and replace an MSC w/o disconnecting user 
cables on PLIM 



PLIM Functionality 

PLA - L2 ASIC 

• Some L2 statistics gathering 

• Consolidation of port streams for Rx 
PSE 

• Stream separation on Tx 

• Ingress monitoring Rx – Buffers for 
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8 – Port 10GE PLIM HW Architecture 
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8 – Port 10-GE PLIM Faceplate 

• Eight slots that accept XENPAK optic modules, which provide LR optics with SC fiber-optic 
interfaces. 

• STATUS LED 

 Green indicates that the PLIM is properly seated and operating correctly 

 Yellow or amber indicates a problem with the PLIM 

 Off (dark), check that the board is properly seated and that system power is on 

• A LED for each port—Indicates that the port is logically active; the laser is on 

• Power consumption—110 W (with 8 optic modules) 



SPA Interface Processor (SIP) 

• A SIP is a carrier card similar to PLIM 

 Inserts into line card chassis slot like any other PLIM 

 SIPs provide no network connectivity on their own 

• A SIP contains subslots used to house one or more SPAs 

 SPA provides interface ports for network connectivity 

• During normal operation SIP should reside in router fully populated with functional SPAs or 
with a blank filler plate inserted in all empty subslots 

• SIPs support online insertion and removal (OIR), while SPAs are inserted in subslots 



SPA Slot Numbering CRS-1 SIP-800  



Shared Port Adapters (SPAs) 

SPA subslot 3 SPA subslot 4 SPA subslot 5 

SPA subslot 0 SPA subslot 1 SPA subslot 2 

Double Height 
SPA 

 subslots 0 & 3 SPA subslot 4 

SPA subslot 1 

SPA subslot 5 

SPA subslot 2 

Double Height 
SPA 

 subslots 0 & 3 

Double Height 
SPA 

 subslots 1 & 4 

Double Height 
SPA 

 subslots 2 & 5 



SPA Interface Addresses on SIPs  

• A CRS-1 single line card chassis system contains a SIP-800 installed 
in PLIM slot 4.  

• A  4-Port OC-3 POS SPA installed in subslot 3. 

• Port 2 of that SPA would be addressed as int pos0/4/3/2. 



Bandwidth Oversubscription 

MSC SIP-800 Jacket Card 

EgressQ 

Rx PSE 

PLA 0 

PLA 1 

SPA0 

SPA1 

SPA5 

SPA3 

SPA2 

SPA4 
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Bandwidth Oversubscription  

• Allows oversubscription of Gigabit Ethernet Interfaces 

• Each PLA handles 20 GB 

• Oversubscription is not allowed when any POS SPAs are installed in the 
SIP. When a SPA is installed that will oversubscribe the PLA the SPA will 
not power up and you will receive an error message. 

• When installing SPAs make sure that the total bandwidth used by all 
SPAs doesn’t exceed 40GB  

• When installing SPAs make sure that the total bandwidth of the SPAs in 
subslots 0, 1, and 3 doesn’t exceed 20GB 

• When installing SPAs make sure that the total bandwidth of the SPAs in 
subslots 2, 4, and 5 doesn’t exceed 20GB 

 



CRS-3 PLIMs 



CRS-3 PLIMs 

10G 
10G 
10G 
10G 
10G 
10G 
10G 
10G 
10G 
10G 
10G 
10G 
10G 
10G 
10G 
10G 
10G 
10G 
10G 
10G 

PLA 
(Beluga) 

PLA 
(Beluga) 

• Three PLIMs offered at FCS 

 1x100GE, 14x10GE, 20x10GE 

• Ethernet OAM support at hardware level 

• Supports low-power XFPs 

 Part # includes “-L” 

10G 
10G 
10G 
10G 
10G 
10G 
10G 
10G 
10G 
10G 
10G 
10G 
10G 
10G 

PLA 
(Beluga) 

PLA 
(Beluga) 

PSE 
(Pogo) 

Egreesq 
(Tor) 

100G 

80G 80G 

100G 

MAC 
100G 
PHY 

PLA 
(Beluga) 

CFP 
Optics 

120G 

160G 
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14x10GE Interface PLIM/FabricQ Mapping 

Line card 14x10GE PLIM 

FabricQ 0 

FabricQ 1 

Beluga 0 

Beluga 1 

Port 0 

Port 13 

Port 2 

Port 4 

Port 6 

Port 8 

Port 12 

Port 10 

Port 9 

Port 11 

Port 7 

Port 5 

Port 3 

Port 1 
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20x10GE Interface PLIM/FabricQ Mapping 

Line card 20x10GE PLIM 

FabricQ 0 

FabricQ 1 

Beluga 0 

Beluga 1 

Port 0 

Port 17 

Port 19 

Port 2 

Port 4 

Port 6 

Port 8 

Port 10 

Port 12 

Port 18 

Port 16 

Port 14 

Port 13 

Port 15 

Port 11 

Port 9 

Port 7 

Port 5 

Port 3 

Port 1 
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Life of a packet 

 In the PLIM, Beluga  
 removes FCS, preamble and flags from frame 
 adds a 14 Bytes long Buffer HeaDeR (BHDR) 

 

 

DA Ethertyp/Length Payload SA FCS 
6byte 6byte 4byte 2byte 46 - 1500byte 

SFD 
1byte 

Preamble 
7byte 

BHDR 
14byte 

 This packet is passed to iPogo  
  stored in the PSE memory 
  first 144bytes (=head) are extract and passed to an available PPE 
  the remaining part of the packet is stored in GPM (global packet mem) 

 

 

BHDR 
14byte 

DA Ethertyp/Length Payload SA 
6byte 6byte 2byte 46 - 1500byte 

Head 
144byte 

Rest 

PPE GPM 



Life of a packet 
 PPE performs destination lookup  slot and port 

 Features are applied 

 New BHDR (16B) is created, and BHDR+Head+Rest are recombined, 
Layer2 info are removed (except for L2 tunnels). 

 

 

BHDR 
16byte 

DA Ethertyp/Length SA 
6byte 6byte 2byte 

IngressQ 
 Seal Asic  P2MDRR is performed, then packet is slided into cells. 

Switch fabric 

Payload 
46 - 1500byte 

BHDR 
16byte 

120byte 120byte 120byte <120byte 

Switch fabric Switch fabric Switch fabric 

Cell Cell Cell Cell 

Payload 
46 - 1500byte 

136byte 

Cell 
Cell 

hdr 

136byte 

Cell 
Cell 

hdr 

136byte 

Cell 
Cell 

hdr 

136byte 

Cell 
Cell 

hdr 



Life of a packet 

IP Packet 1 cell 
hdr 

buffer 
hdr 
 

IP Packet 2 buffer 
hdr 
 

beginning of IP Packet 3 cell 
hdr 

buffer 
hdr 
 rest of IP Packet 3 cell 

hdr 
IP Packet 4 buffer 

hdr 
 

 Packet packing is possible on the CRS 

 Packets are 136 byte, with a 120 bytes payload 

 When small unicast packets addressed to the same destination 
arrive, then can be “packed” : up to two packets per cell. 

 

 



Life of a packet 

 Cells from a given packets arrives on the same Crab ASIC (based on 
the destination port). Cells are buffered and packet is reassembled. 

 

 

Cell Cell Cell Cell 

Payload 
46 - 1500byte 

BHDR 
16byte 

 Packet is queued before being sent to ePogo. 
  stored in the PSE memory 
  first 144bytes (=head) are extract and passed to an available PPE 
  the remaining part of the packet is stored in GPM (global packet mem) 

 Payload 
46 - 1500byte 

BHDR 
16byte 

Head 
144byte 

Rest 

PPE GPM 



Life of a packet 

DA Ethertyp/Length Payload SA 
6byte 6byte 2byte 46 - 1500byte 

BHDR 
10byte 

 PPE performs destination lookup  L2 info is applied 

 Features are applied (QoS, …) 

 A new BHDR is created (10 bytes), packet is sent to EgressQ.  

Tor 
 In EgressQ ASIC, packet is queued before shaping and P2MDRR. 

 Packet is then dequeued, a new 8 bytes BHDR is created, before passing to Beluga (PLA).  

DA Ethertyp/Length Payload SA 
6byte 6byte 2byte 46 - 1500byte 

BHDR 
8byte 

PLA 

DA Ethertyp/Length Payload SA FCS 
6byte 6byte 4byte 2byte 46 - 1500byte 

SFD 
1byte 

Preamble 
7byte 
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Flowchart for Troubleshooting Packet Drops 



PLIM Statistics - show interface  



show controllers 



show controllers tenGigE … phy (1/2) 



show controllers tenGigE … phy (2/2) 



show controllers plim asic (1/3) 



show controllers plim asic (2/3) 



show controllers plim asic (3/3) 



show controllers plim asic stat … 



show controllers c2c … (1/2) 



show controllers c2c … (2/2) 



show controllers pse sum / CRS-3 



show controllers pse statistics 



show controllers c2c … 



show controllers c2c … 



show controllers pse stats 



show controllers ingressq sum 



show controllers ingressq statistics 



show controllers ingressq statistics 



show controllers c2c 



MSC140 – CRS-3 Fabric (8 slots) 



MSC-140 – CRS-3 Fabric (16 slots) 



show contr fabricq sum 



show contr fabricq link-info 



show contr c2c FABRICQ_0 links 



show contr fabricq link-info 



show contr c2c EGRESSQ_0 links all 



show contr c2c EGRESSQ_0 links all 



show contr egressq interface … 



show contr egressq statistics 



show controllers fabric link health 



show controllers fabric link health 



show contr fabric link port fabricqx 



Fabric Troubleshooting 



Fabric Troubleshooting 



Fabric Troubleshooting 



Q&A 

Pergunta 3: Qual é a principal função de uma MSC? 

(a) Dropar pacotes a nível de LPTS 

(b) Processamento de pacote  

(c) Captura de tráfego que é enviado a uma RP/PRP 

(d) N/A 
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Faça suas perguntas agora! 
Use o painel de P&R para enviar sua pergunta e nossos especialistas irão 
responder 



CRS-3 Architecture 

Faça perguntas sobre este webcast através 
do pergunte ao especialista  

Esta é a sua oportunidade de aprender e fazer todas as 

perguntas sobre CRS-3 Architecture 

 

Evento inicado hoje e vigente até o dia 11 de Março 

de 2016. 

 

https://supportforums.cisco.com/pt/discussion/12915596?

utm_medium=referral&utm_source=webcastportugues&u

tm_campaign=AteRsThlopes  

Thiago Lopes 

https://supportforums.cisco.com/pt/discussion/12915596?utm_medium=referral&utm_source=webcastportugues&utm_campaign=AteRsThlopes
https://supportforums.cisco.com/pt/discussion/12915596?utm_medium=referral&utm_source=webcastportugues&utm_campaign=AteRsThlopes
https://supportforums.cisco.com/pt/discussion/12915596?utm_medium=referral&utm_source=webcastportugues&utm_campaign=AteRsThlopes
https://supportforums.cisco.com/pt/discussion/12915596?utm_medium=referral&utm_source=webcastportugues&utm_campaign=AteRsThlopes


Cisco Support Community Webcast em Português 

Rafael Enriquez 
Customer Support Engineer  

 

Quarta-feira, 30 de Março de 2016 

Conheça o AP FlexConnect 

https://supportforums.cisco.com/pt/event/12916181?

utm_medium=referral&utm_source=webcastportugu

es&utm_campaign=WebcastRenriques  

https://supportforums.cisco.com/pt/event/12916181?utm_medium=referral&utm_source=webcastportugues&utm_campaign=WebcastRenriques
https://supportforums.cisco.com/pt/event/12916181?utm_medium=referral&utm_source=webcastportugues&utm_campaign=WebcastRenriques
https://supportforums.cisco.com/pt/event/12916181?utm_medium=referral&utm_source=webcastportugues&utm_campaign=WebcastRenriques
https://supportforums.cisco.com/pt/event/12916181?utm_medium=referral&utm_source=webcastportugues&utm_campaign=WebcastRenriques


Cisco Support Community Português – Pergunte 
ao especialista 

Arturo Morales 
Customer Support Engineer  

 

Disponível de 14 ao dia 25 de Março de 

2016 

Control Plane & Data Plane 

https://supportforums.cisco.com/pt/dis

cussion/12915616?utm_medium=refer

ral&utm_source=webcastportugues&u

tm_campaign=AteRsAmorales  

https://supportforums.cisco.com/pt/discussion/12915616?utm_medium=referral&utm_source=webcastportugues&utm_campaign=AteRsAmorales
https://supportforums.cisco.com/pt/discussion/12915616?utm_medium=referral&utm_source=webcastportugues&utm_campaign=AteRsAmorales
https://supportforums.cisco.com/pt/discussion/12915616?utm_medium=referral&utm_source=webcastportugues&utm_campaign=AteRsAmorales
https://supportforums.cisco.com/pt/discussion/12915616?utm_medium=referral&utm_source=webcastportugues&utm_campaign=AteRsAmorales
https://supportforums.cisco.com/pt/discussion/12915616?utm_medium=referral&utm_source=webcastportugues&utm_campaign=AteRsAmorales


Cisco Support Community Português – Pergunte 
ao especialista 

Gregório Bueno 
Customer Support Engineer  

 

Disponível entre os dias 28 de Março a 8 

de Abril de 2016 

Como implementar MPLS 

https://supportforums.cisco.com/pt/disc

ussion/12915611?utm_medium=referra

l&utm_source=webcastportugues&utm

_campaign=AteRsGrbueno  

https://supportforums.cisco.com/pt/discussion/12915611?utm_medium=referral&utm_source=webcastportugues&utm_campaign=AteRsGrbueno
https://supportforums.cisco.com/pt/discussion/12915611?utm_medium=referral&utm_source=webcastportugues&utm_campaign=AteRsGrbueno
https://supportforums.cisco.com/pt/discussion/12915611?utm_medium=referral&utm_source=webcastportugues&utm_campaign=AteRsGrbueno
https://supportforums.cisco.com/pt/discussion/12915611?utm_medium=referral&utm_source=webcastportugues&utm_campaign=AteRsGrbueno
https://supportforums.cisco.com/pt/discussion/12915611?utm_medium=referral&utm_source=webcastportugues&utm_campaign=AteRsGrbueno


Programa Participantes em destaque 

O reconhecimento como "Participantes em Destaque" da comunidade é 

entregue para os membros que demonstrem liderança e compromisso como 

participantes de cada comunidade.  

 

Categorias:  

O Novato 

Melhor Publicação 

Escolha da audiência 

 

 

Como participar? Postando conteúdos: Documentos, Blogs, vídeos.  



Colabore com 
nossos canais de 
Mídias Sociais 

Saiba sobre os 
próximos eventos 



A Cisco possui 
Comunidades de 
Suporte em outras 
linguas! 

Spanish 
https://supportforums.cisco.com/community/spanish  

Portuguese  
https://supportforums.cisco.com/community/portuguese  

Japanese   
https://supportforums.cisco.com/community/csc-japan  

Russian 
https://supportforums.cisco.com/community/russian  

Chinese   
http://www.csc-china.com.cn   

Se você fala Inglês, Espanhol, Japonês, 

Russo ou Chinês, nós convidamos você 

para participar e colaborar em outras 

linguas. 

https://supportforums.cisco.com/community/spanish
https://supportforums.cisco.com/community/spanish
https://supportforums.cisco.com/community/spanish
https://supportforums.cisco.com/community/portuguese
https://supportforums.cisco.com/community/portuguese
https://supportforums.cisco.com/community/portuguese
https://supportforums.cisco.com/community/csc-japan
https://supportforums.cisco.com/community/csc-japan
https://supportforums.cisco.com/community/csc-japan
https://supportforums.cisco.com/community/csc-japan
https://supportforums.cisco.com/community/csc-japan
https://supportforums.cisco.com/community/russian
https://supportforums.cisco.com/community/russian
https://supportforums.cisco.com/community/russian
http://www.csc-china.com.cn/
http://www.csc-china.com.cn/
http://www.csc-china.com.cn/
http://www.csc-china.com.cn/
http://www.csc-china.com.cn/


Avalie Nosso Conteúdo 
Agora suas avaliações sobre os 
documentos, vídeos e blogs darão 
pontos aos autores !!! 

Então, quando você contribuir e receber 
ratings, você poderá obter os pontos em 
seu perfil. 

Ajude-nos a reconhecer o conteúdo de 
qualidade na comunidade e tornar as 
suas pesquisas mais fácil. Avalie o 
conteúdo na comunidade. 

Incentivar e reconhecer as 

pessoas que generosamente 

compartilham seu tempo e 

experiência 



A sua opinião é importante para nós! 

 

Para preencher a pesquisa de satisfação, aguarde um momento e a pesquisa 

aparecerá automaticamente ao fechar o browser da sessão.  

 



Obrigado! 




