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CHAPTER 1

NSO Tailf HCC Guide

« Introduction, page 1

Introduction

The Tail-f HCC Function pack (HCC) is a High-availability framework that is used to manage the master
and slave relationship for the NSO CDB HA. In other words, HCC is used to tell NSO HA which node
should be master and which nodes should be slaves.

This document contains deployment information and procedures for Tail-f NSO HA (CDB replication) and
the Tail-f High Availability Cluster Communications (tailf-hcc) minimal HA framework application.

N

HAFW  Inthisdocument, a HA group member is a node who shares a unique id, atoken, and has a master-slave
relation with other group members.

A Cluster member is anode who is either a service node or a device node in an NSO Cluster.
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CHAPTER 2

NSO Tailf HCC Usage

* NSO HA, page 3
« Tail-f High Availability Cluster Communications (tailf-hcc), page 4

Before we can go into how the HCC function pack is deployed and used, we need to understand the NSO
CDB replication - NSO High Availability (HA). The NSO HA is shipped with NSO and HCC can be
added on top of that, if it is needed. HCC detects when nodes fail and instructs NSO to update the master
and slave relationship. If the master node fails, the HCC elects one of the remaining slaves to be the new
master. Any remaining slaves are not updated with information about the new master by HCC. Instead
an alarm israised and an operator needs to investigate the cause of the failover and resolve the situation
manually.

NSO natively supports replication of the CDB configuration as well as operational datakept in CDB. The
replication architecture is that of one active master and at least one passive slave.

Figure 1. NCS HA

NCS-1 NCS-2
HA Master HA Slave

* non-persistent operational data may
be written to slave CDB

A group of NSO hosts consisting of a master, and one or more slaves, is referred to as an HA group.
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All configuration write operations must occur at the master and NSO will automatically distribute the
configuration updates to the set of live slaves. All write operations for replicated operational data must also
occur at the master, with the updates distributed to the live daves, whereas non-replicated operational data
can also be written on the slaves.

The only thing NSO HA does is replicate the CDB data among the members in the HA group. It does not
determine which NSO nodes are members of the HA Group or which NSO node is designated as Master
and which are Slaves - thisis the task of a High-Availability Framework (HAFW) which must be in place.
The HAFW must instruct NSO which nodes are up and down using methods from Ha class in the NSO

Javalibrary.
S

HAFw tailf-hccisaHigh-Availability Framework (HAFW)

For more information on NSO HA and CDB replication, see NSO Administration Guide - High
Availability.

Tail-f High Availability Cluster Communications (tailf-hcc)

As previously stated, the Tail-f High Availability Cluster Communications (tailf-hcc function pack) is
alightweight, minimal featured implementation of the high availability framework to coordinate the
master-dave relationships of the HA groups and cluster member nodes via interaction with the NSO HA
capabilities. The tailf-hcc package supports both NSO non-clustered deployments and NSO clustered
deployments.

HCC can run in many different scenarions, in this document we describe three basic scenarios:

* Basic
In this scenario you have aHA group where all nodes can reach each other.
e Cluster

Separate clusters of HA-groups, where the clusters nodes can reach each other internally in the cluster
and the configured remote-nodes can reach each other over.

» Border Gateway Protocol - BGP

Using the quagga-bgp NED, HCC can react on BGP changes to update the master and slave
relationships.

Configuration

NSO/0S requirements and configuration

When setting up aHA cluster using HCC both NSO and HCC configuration needs to be setup correctly in
order for everything to work.

* On all nodes the OS must be configured to allow for NSO HA operations, i.e configure the firewall to
alow the ports used by NSO in regards of HA.

* NSO HA must be enabled inncs. conf configuration file. The default location on asystem instal is
/ et ¢/ ncs/ ncs. conf. Add or uncomment theselinesinncs. conf:

<ha>
<enabl ed>t r ue</ enabl ed>
</ ha>

[l Nso Tailf Hee
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« The encryption keysinncs. conf must be the same on the Master and the Slave nodes. A rule of
thumb is that the dave and master should haveidentical ncs. conf files:

<encrypt ed-strings>
<DES3CBC>
<key1>0123456789abcdef </ key1>
<key2>0123456789abcdef </ key2>
<key3>0123456789abcdef </ key3>
<i ni t Vect or >0123456789abcdef </i ni t Vect or >
</ DES3CBC>
<AESCFB128>
<key>0123456789abcdef 0123456789abcdef </ key>
<i ni t Vect or >0123456789abcdef 0123456789abcdef </ i ni t Vect or >
</ AESCFB128>
</ encrypted-strings>

Note

If the user failsto enable HA a specific log message can befoundinthencs-j ava- vm | og:

<ERROR> 22- May-2014::15:30:32.908 tcmApp (tailf-hcc:tcm-Run-0: - NCS
HA is likely not enabled

<ERROR> 22- May-2014::15:30: 32. 908 NcsMain (tailf-hcc:tcm-Run-0: -
Recei ved exception fromtailf-hcc

« All Slave nodes must be reachabl e by the Master
« All Remote-nodes must be reachable by the Cluster-Manager

Local
Install

HA

If running as non-root user, verify that the sudo command works without being prompted for a
password for privileged commands. Only important for alocal installation of NSO.

The top container named ha is used for configuration and status checks of the tailf-hcc HA framework.
Thisis a presence container.

Global configuration

The HA cluster's global configuration parameters found under / hcc: ha/ are parameters applicableto al
nodes sharing the same token. The global parameters are described in Table 2, “Global configuration”.

Table 2. Global configuration

Parameters Type Description

token string Thisvalueis used as the shared

secret when setting up HA
between nodes. Mandatory.

local-user string local-user used for remote

device and/or quagga device
authorization

Nso TailfHee i
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Parameters Type Description
failure-limit int32 The number of failed HA state
checks before declaring afailure
[default: 10]
interval int32 Interval on which HA state and
BGP state are checked (seconds)
[default: 4]
VIP configuration
4
L2or VIPisfor L2 failover handling
L3

The HA cluster configuration parameters are found in list / ha/ vi ps/ vi p containing VIP parameters
applicable for virtual 1P address management. For each such VIP configuration element alabel

$i nt er face: ncsvi p will be added for the current master node with the address specified, and
removed when the node is no longer master. Table 3, “VIP parameters’ shows the global VIP parameters.
The support for multiple VIPs aimsto replace the older and now deprecated single VIP solution in the

YANG model.

Table 3. VIP parameters

Parameters Type Description

address inet:ip-address The Virtual |P addressto bring up
on alabeled interface

broadcast-address inet:ip-address The Broadcast address used for

the labeled interface. If not set,
the broadcast address will be
calculated from the address and
bitmask of the interface

BGP Anycas% Configuration

4

L2 or
L3

A\

BGPisfor L3 failover handling

The HA cluster configuration parameters found under / hcc: ha/ bgp are parameters applicable for BGP
Anycast failover detection mechanism. Details for the global parameters of BGP Anycast failover are
shown in Table 4, “BGP Anycast configuration”.

QUAGGA-
NED

When BGP is enabled, tailf-hcc requires the NED quagga-bgp to be of version 3.3 and up.

Table 4. BGP Anycast configuration

Parameters

Type

Description

failure-limit

int32

The number of failed anycast path
state checks before declaring a
failure

[l Nso Tailf Hee
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Parameters Type Description

anycast-prefix inet:ip-prefix BGP anycast prefix to monitor

anycast-path-min int32 The minimum number of valid
anycast paths.

clear-enable boolean In the case of applying
configuration towards a quagga
device, should the node also clear
BGP sessions and routes on the
quagga

Member Configuration

Actions

Node actions

The HA group member's configuration parameters found under / hcc: ha/ menber are parameters
applicable to each configured HA group member node. Table 5, “Member parameters’ details the HA

group membership parameters.

Table 5. Member parameters

Parameters Type Description
name string The name of the member.
address inet:ip-address Member | P address

default-ha-role

cluster-role-type

The default HA role for the node

failover-master boolean HA slave nodes capability of
serving as afailover-master.

relay-name string The name of the node that should
act as arelay between this node
and the master

cluster-manager boolean Cluster manager node

managed-cluster-nodes

leafref -> /cluster/remote-node/
name

Which remote nodes the cluster-
manager should monitor

quagga-device

|eafref -> /devices/device/name

Device used for quagga device
monitoring and managing

vip-interfaces/vip-interface]vip-
interface address]/vip-interface

string

Theinterface used for each vip

vip-interfaces/vip-interface[vip-

interface address]/address

leafref -> halvips/vip[address]/
address

The address used for each vip
interface

The tailf-hcc package is operated by aseriesof t ai | f: acti ons

The actionsin Table 6, “Node actions’ are applicable for all types of nodes, and only effects the node

itself.
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Table 6. Node actions

action input Description

activate none The node will be activated and
take the HA role configured
under /ha/lmember/default-ha-role

deactivate none The node will be deactivated, and
take the HA rolenone

role-override ha-role Override the current HA role with
the specified role

role-revert none Revert the HA role to the default-
ha-role value

status none Retrieve node HA status

force-be-dave-to member Set the node in slave-mode and

try to connect and set master

Cluster manager node actions

Theactionsin Table 7, “ Cluster manager specific actions” are only applicable for cluster-manager nodes,
and effects the node itself as well asits configured remote nodes.

Table 7. Cluster manager specific actions

action input Description

cluster-activate none The node and its managed remote
nodes will be activated and take
the HA role configured under /
ha/ menber/ def aul t - ha-
role

cluster-deactivate none The node and its managed remote
nodes will be deactivated and take
the HA rolenone

cluster-role-override ha-role Override the current HA role with
the specified role for the node and
its managed remote nodes

cluster-role-revert none Revert the HA role to the default-
ha-role value for the node and its
managed remote nodes

cluster-status none Retrieve node HA status of the
node and its managed remote
nodes

[l Nso Tailf Hee
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Action
Authorization

How it works

Basics

When invoking an action, theuser and cont ext , will be that of the user session doing the invocation.
For cl ust er -actions, thisuser must have authorization to invoke remote actions. Thisis configured
under / cl ust er/ aut hgr oup.

When tailf-hcc is activated, by issuing the haaction act i vat e, each node will try to assume the

def aul t - ha- r ol e configured under / hcc: ha/ hcc: nenber { nane}/ hcc: def aul t - ha-
rol e.Ifitisadaveit will try to connect to the master, which is the member with default-ha-role set to
nmast er.

Each Slave node will periodically do a status check to see if aHA failure has occurred. Theinterval
between each check is determined by the global ha configuration value/ hcc: ha/ hec: i nterval .

The default value is four (4 seconds). The number of times a status check is allowed to fail before a Slave
declares afailureis determined by the global ha configurationvalue/ hcc: ha/ hce: failure-limt.
The default value is ten (10). This means that with default values, the Slave will declare afailure around 40
seconds after first persisting negative status check (4 times 10).

What a Slave should do when afailureis detected is determined by its ha configuration and the failure
type. There are three (3) types of failures, described below.

Three types of failure

Failover

In a Cluster

node-failure A node- f ai | ur e iswhen aSlave node loses HA connection with its
master.

device-node-failure A devi ce- node- f ai | ur e iswhen a Slave managed cluster node
(remote-node) loses HA connection with its master (Can only happenin a
Cluster Setup).

bgp-failure A bgp- f ai | ur e iswhen aSlave node loses its BGP prefix path to its
master (Can only happen if BGP is configured).

If the Saveisaf ai | over - mast er,/ hcc: ha/ hcc: menber/ hcc: fail over-master =

t r ue, it will upon afailureinitiate afailover; that is, transition to the '‘Master' role. This holds true only
for nodes configured to be slaves by default (default-ha-role = slave); nodes that are slaves due to the
actionr ol e- over ri de will not initiate the failover process.

In a Cluster-setup, the configured cluster-manager, / hcc: ha/ hcc: nenmber/ hcce: cl uster -
manager = true, will check the HA status of its managed remote nodes, / hcc: ha/ hcc: nenber/
hcc: managed- cl ust er - nodes, aswell asits own status. If the cluster-manager detects that its
Master node, or the Master node of one of its managed remote-nodes, is no longer available, the cluster-
manager will initiate the failover as per above, with the difference that it will also instruct its managed
remote-nodes to failover.

The cluster-manager will communicate with its managed remote-nodes via actions, and thusit isimportant
that tailf-hcc has the authorization to do so. tailf-hcc will usethe user configured under /ha/local-user
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for authorization. Thisuser must match alocal user under /cluster/authgroup/umap, used towards the

remote-nodes.
With BGP Enabled
4
QUAGGA- When BGP is enabled, tailf-hcc requires the NED quagga-bgp to be of version 3.3 and up.
NED

If aBGPisenabled, when/ hcc: ha/ hcc: bgp isconfigured, the Slave node will, upon each ha
status check, also issue a show ip bgp <prefix>, where prefix isthe value of / hcc: ha/ hce: bgp/
hcc: anycast - pr ef i x, query towards its configured quagga device, / hcc: ha/ hcc: nenber /
hcc: quagga- devi ce. The query will result in something like:

BGP routing table entry for 192.168. 60. 100/ 32
Pat hs: (2 avail able, best #2, table Default-IP-Routing-Table)
Advertised to non peer-group peers:
192. 168. 31. 2
Local
0.0.0.0 fromO0.0.0.0 (192.168.31.3)
Oigin inconplete, metric 1, local pref 100, weight 32768, valid,
sour ced
Last update: Thu Nov 5 11:19:06 2015

Local
0.0.0.0 fromO0.0.0.0 (192.168.31.3)
Oigin IGP, nmetric 0, |ocal pref 100, weight 32768, valid,
sourced, |ocal, best
Last update: Thu Nov 5 11:19:06 2015

If the available 'Paths’ - 'Paths: (2 available, best #2, table Default-1P-Routing-Table)' - are below the
configured minimum, / hcc: ha/ hcc: bgp/ hcc: anycast - pat h- mi n, the Slave will initiate a
failover as per above.

BGP configuration logic

4

QUAGGA- When BGP is enabled, tailf-hcc requires the NED quagga-bgp to be of version 3.3 and up.
NED

If BGPis enabled for a node, the node will reconfigure its quagga-device depending on its current HA
state. It will do this by applying pre-configured device templates. There MUST exist (at |east, see below)
4 device templates, with specific names. There must be atemplate for when anodeisin state Master,
Slave, None, and finally Failover Master. The Failover Master is quite similare to Master state, but with
the exception that the node became Master due to afailover. The following templates must exist:

hcc-master The template to apply when state is Master. Will be applied to the
def aul t-ha-rol e = nast er node, or the node set to master viathe
actionr ol e-overri de

hcc-dave The template to apply when state is Slave. Will be applied to the
def aul t-ha-rol e = sl ave node, or the node set to slave viathe
actionr ol e-overri de andf orce-be-sl ave-to

hcc-none The template to apply when state is None. Will be applied to the
def aul t - ha-rol e = none node, or the node set to none viathe

[l Nso Tailf Hee
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actionr ol e- over ri de. Thistemplate will also be applied when / ha/
bgp is created but the node is not activated, when the node is deactivated,
or when/ ha/ bgp isdeleted

hcc-failover-master The template to apply when state is Master due to afailover. Will be
applied to a slave node that automatically transitioned to master due to a
failover

Node
specific
templates

VIP logic

Alarms

AsaMaster and a Slave will contain the same CDB configuration, they will share the device templates
aswell. Asthere might be aneed for aMaster and a Slave to have different configurations for its quagga
device, each template can be suffixed with its member name, which will have precedence. For example,
hcc- nast er - NAME.

The node will apply configuration to the quagga device, and thusiit is important that tailf-hcc has the
authorization to do so. tailf-hcc will usetheuser configured under / ha/ | ocal - user for authorization.
Thisuser must match alocal user under / devi ces/ aut hgr oups/ unmap, used towards the quagga
device.

See chapter Deployment Example: NSO HA for details on setup, configuration and operations.

If aVIPisconfiguredinlist/ hal/ vi ps/ vi p, each node will check its HA state. If it is Master, the
node will bring up avirtual IP with an address set under / ha/ vi ps/ vi p[ addr ess] / addr ess
ontheinterface/ ha/ vi p/ menber/ vi p-i nterfaces/vip-interface[vip-interface
addr ess]/ vi p-i nt er f ace. When the nodeis not Master, or if the node goes down, it will bring
down the interface again.

tailf-hcc can generate the following three alarms:

node-failure
device-node-failure
bgp-failure

Which corresponds to the three types of failure with the same name. See the section called “ Three types of
failure” for more information on what triggered the failure and raised the alarm.

See the section called “NSO Tailf HCC Alarms model” for the yang-definition on the alarm types.

The alarms will always be generated with the severity level CRTICITAL. The generated alarm(s) will be
cleared when the role-revert action has been triggered.
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NSO Tailf HCC Examples

* Basic deployment, page 13

e Advanced, page 15

* NSO Cluster HA, page 25

* FAQ and known issues, page 38

Basic deployment

In this example there is one Master node, named 'paris m', and one Slave node, 'paris s1'. 'paris_s1' will
act asthe fail-over master.

Figure 8. NCS HA

Master Slave

paris_m HA paris_s1
defaultha-role: master @ f————————— default-ha-role: slave

. failover-master: true
address: 192.168.23.99 address: 192.168.23.11

Node OS Configuration
The ha member names match the machine hostname, and is resolvable. The hosts-file on 'paris m":

$ cat /etc/hosts
127.0.1.1 paris_m
127.0.0.1 | ocal host
192. 168.23.99 paris_m
192.168.23.11 paris_sl

Node NSO Configuration

Each node has enabled 'ha in 'ncs.conf':
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<ha>
<enabl ed>t r ue</ enabl ed>
</ ha>

tailf-hcc is properly loaded:

# On 'paris_n

user @cs> show packages package tailf-hcc

packages package tailf-hcc
package-version 4.0
description "NED package for Tail-f HA Custer Control Interface"
ncs-mn-version [ 4.0.1 ]

oper-status up
[ ok]
# On 'paris_s1'
user @cs> show packages package tailf-hcc
packages package tailf-hcc
package-version 4.0
description "NED package for Tail-f HA Custer Control Interface"
ncs-min-version [ 4.0.1 ]

oper-status up
[ok]

Configure the following ha-configuration:

# On 'paris_m
user @cs> configure
Entering configuration node private
user @cs% set ha token sonetoken
user @cs% set ha failure-limt 10
user @cs% set ha interval 4
user @cs% set ha menber paris_m address 192.168. 23. 99 default-ha-rol e naster
user @cs% set ha menber paris_sl address 192.168. 23.11 default-ha-role slave failover-naster tru
user @cs% commi t
Conmit conpl ete.
user @cs% show ha
t oken sonet oken;
interval 4;
failure-limt 10;
menber paris_m{
addr ess 192. 168. 23. 99;
default-ha-rol e naster;

}

menber paris_sl {
addr ess 192. 168. 23. 11;
defaul t-ha-rol e sl ave;
failover-master true;

}

# On 'paris_sl' do exactly the sane thing
Show status before activation

# On 'paris_m
user @aris_nm> show ncs-state ha
ncs-state ha node none

# On 'paris_sl'
user @aris_s1> show ncs-state ha
ncs-state ha node none

Activate ha

[l Nso Tailf Hee
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N

# On 'paris_m
user @aris_nP request ha commands activate
status activated

# On 'paris_sl'
user @aris_sl1l> request ha conmands activate
status activated

Show status after activation

# On 'paris_m

user @aris_nP show ncs-state ha
ncs-state ha node naster

ncs-state ha node-id paris_m

ncs-state ha connected-slave [ paris_sl ]

# On 'paris_s1'

user @aris_sl1l> show ncs-state ha
ncs-state ha node sl ave

ncs-state ha node-id paris_sl
ncs-state ha master-node-id paris_m

Advanced .

The following examples make use of the tool 'nct’. Thistool is not required, but makesit easier to
communicate and configure several nodes at once. For each example the corresponding CLI command will

be shown.

Thetool iswell documented in the NSO man pages.

In this example there is one Master node, named 'paris_ m', and three Slave nodes, 'paris_sl', 'paris_s2' and
'‘paris_s3'. Node 'paris_s1' will act as the fail-over master. Two VIPs are configured.

Figure 9. NCS HA

192.168.23.0/24

VIP:192.168.23.111

Master Slave
paris_m paris_s1
default-ha-role: master default-ha-role: slave
address: 192.168.23.99 failover-master: true
vip-interface: eth0 address: 192.168.23.11

vip-interface: ethO

Slave
paris_s2

default-ha-role: slave

Slave
paris_s3

default-ha-role: slave

address: 192.168.23.12
vip-interface: eth0

address: 192.168.23.13
vip-interface: ethO

ncs-
cluster-

The hostsfile for nct used in this example:

$ cat hostsfile
{"192.168.23.99", [
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tool {nane, "paris_n'},
hostsfile {groups, ["all", "master"]},
{ssh_user, ...}, {ssh_pass, ...}
1}

{"192.168.23. 11", [
{nane, "paris_s1"}
{groups, ["all", "slave"]},
{ssh_user, ...}, {ssh_pass, ...}
1}
{"192.168. 23. 12", [
{nane, "paris_s2"},

{groups, ["all", "slave"]},
{ssh_user, ...}, {ssh_pass, ...}
1}

{"192. 168. 23. 13", |
{name, "paris_s3"}

{groups, ["all", "slave"]},
{ssh_user, ...}, {ssh_pass, ...},
I}

Node 0S Configuration
The ha member names match the machine hostname, and is resolvable. The hosts-file on 'paris_m':

$ cat /etc/hosts
127.0.1.1 paris_m
127.0.0.1 | ocal host
192. 168.23.99 paris_m
192.168. 23. 11 paris_sl
192.168.23. 12 paris_s2
192. 168. 23. 13 paris_s3
192. 168. 23. 111 ha-vip

Node NSO Configuration
Each node has enabled 'ha in 'ncs.conf’

<ha>
<enabl ed>t r ue</ enabl ed>
</ ha>

tailf-hce is properly loaded:

# Corresponding CLI command: 'user @cs> show packages package tailf-hcc
# issued on each node
$ nct cli-cmd --hostsfile hostsfile -c 'show packages package tailf-hcc

Ci command to 192.168.23.99 [paris_ni

packages package tailf-hcc

package-version 4.0

description "NED package for Tail-f HA Custer Control Interface"
ncs-min-version [ 4.0.1 ]

oper-status up
[ok]

Ci command to 192.168.23.11 [paris_s1]

Each node share the following ha-configuration:

# Corresponding CLI conmmand: 'user @cs> show configuration ha
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$ nct cli-cnd --hostsfile hostsfile -c 'show configuration ha'

Ci command to 192.168.23.99 [paris_m

t oken somnet oken;
i nterval 4;
failure-limt 10;

vips {

vip 10.0.0. 111 {
net mask 255. 255.0. 0;

}
vip 10.0.0.112 {
net mask 255. 255. 0. 0;

}
}
menber paris_m{
addr ess 192. 168. 23. 99;
defaul t-ha-rol e master;
vip-interfaces {
vi p-interface ethO 10.0.0. 111,
vip-interface 1o 10.0.0.112;
}
}
nenber paris_sl {
addr ess 192. 168. 23. 11;
defaul t-ha-rol e sl ave;
failover-nmaster true;
vi p-interfaces {
vi p-interface ethO 10.0.0. 111,
vip-interface 1o 10.0.0.112;
}
}
nmenber paris_s2 {
addr ess 192. 168. 23. 12;
default-ha-rol e sl ave;
vip-interfaces {
vi p-interface ethO 10.0.0. 111,
vip-interface 1o 10.0.0.112;
}
}
nmenber paris_s3 {
addr ess 192. 168. 23. 13;
defaul t-ha-rol e sl ave;
vip-interfaces {
vip-interface ethO 10.0.0. 111;
vip-interface 1o 10.0.0.112;
}
}
Cli comuand to 192.168.23.11 [paris_sl]
t oken sonet oken;
i nterval 4;

failure-limt 10;

Node NSO Configuration .
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Note  There can be only one 'default-ha-role = master' and only one ‘failover-master = true'. 'paris_s2' and
'paris_s3' serves as 'disaster recovery' copies of CDB in case both ‘paris m' and 'paris_sl' were lost.

Activate HA

Show status before activation

# Correspondi ng CLI conmmand: 'user @cs> show ncs-state ha'
# issued on each node
$ nct cli-cnd --hostsfile hostsfile -c ' show ncs-state ha'

Ci conmmand to 192.168.23.99 [paris_ni
ncs-state ha node none

i commend to 192.168.23.11 [paris_sl1]
ncs-state ha node none

Ci command to 192.168.23.12 [paris_s2]
ncs-state ha node none

Cli command to 192.168.23.13 [paris_s3]
ncs-state ha node none

Activating HA by invoking the action 'activate', first on the master node, then on the slaves:

# Corresponding CLI command: 'user @cs> request ha commands activate
# issued on 'paris_m
$ nct ha --hostsfile hostsfile --action activate --group master

HA Node 192.168.23.99:8080 [paris_n
activat ed

# Corresponding CLI conmmand: 'user @cs> request ha commands activate
# issued on each slave node
$ nct ha --hostsfile hostsfile --action activate --group sl ave

HA Node 192. 168.23.11: 8080 [paris_s1]
activated

HA Node 192. 168. 23.12: 8080 [paris_s2]
activated

HA Node 192. 168. 23.13: 8080 [paris_s3]
activated

Show status after activation:

# Corresponding CLI conmand: 'user @cs> show ncs-state ha
# i ssued on each node
$ nct cli-cnd --hostsfile hostsfile -c 'show ncs-state ha

Ci conmmand to 192.168.23.99 [paris_ni

ncs-state ha node master

ncs-state ha node-id paris_m

ncs-state ha connected-slave [ paris_sl paris_s2 paris_s3 ]

Ci command to 192.168.23.11 [paris_s1]
ncs-state ha node sl ave
ncs-state ha node-id paris_sl
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ncs-state ha master-node-id paris_m

Ci comuand to 192.168.23.12 [paris_s2]
ncs-state ha node sl ave

ncs-state ha node-id paris_s2
ncs-state ha master-node-id paris_m

Ci comuand to 192.168.23. 13 [paris_s3]
ncs-state ha node sl ave

ncs-state ha node-id paris_s3
ncs-state ha master-node-id paris_m

Note

Slaves do not know about the status of the other slaves

Check VIP Interfaces

HA Failover

Check that the VIP interfaces is up on the master but not on the slaves (grep returns nothing if not present):

# Corresponding term nal command: '$ sudo ifconfig | grep ncsvip'
# issued on each node
$ nct ssh-cnd --hostsfile hostsfile -c 'sudo ifconfig | grep ncsvip'

SSH conmand to 192.168.23.99:22 [paris_ni

SSH OK : 'ssh sudo ifconfig | grep ncsvip' returned:

et hO: ncsvi p Link encap: Et hernet Hwaddr 52:54:00:fa: 61: 99
| o: ncsvip Link encap: Local Loopback

SSH conmand to 192. 168.23.11: 22 [paris_sl1]
SSH OK : 'ssh sudo ifconfig | grep ncsvip' returned:

SSH conmand to 192. 168.23.12: 22 [paris_s2]
SSH OK : 'ssh sudo ifconfig | grep ncsvip' returned:

SSH conmand to 192. 168. 23. 13: 22 [paris_s3]
SSH OK : 'ssh sudo ifconfig | grep ncsvip' returned:

Simulate that the master node is down by inactivating it:

# Corresponding CLI comand: 'user @cs> request ha commands deacti vate'
# issued on 'paris_m

$ nct ha --hostsfile hostsfile --action deactivate --nane paris_m

HA Node 192.168.23.99:8080 [paris_m
deacti vat ed

Check that the failover-master transitioned to master:

Note

Failover will take (interval*failure limit) seconds before the failover master confirms loss of 'master' and
initiates afailover. If the Master-Slave communication is re-established during this period, HA operation
would continue as hormal

# Correspondi ng CLI conmand: 'user @cs> show ncs-state ha'
# issued on each node
$ nct cli-cnmd --hostsfile hostsfile -c 'show ncs-state ha'
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Cli command to 192.168.23.99 [paris_n
ncs-state ha node none

Cli command to 192.168.23.11 [paris_s1]
ncs-state ha node naster
ncs-state ha node-id paris_sl

Cli command to 192.168.23.12 [paris_s2]
ncs-state ha node none

Cli command to 192.168.23.13 [paris_s3]
ncs-state ha node none

Note

The nodes 'paris_s2' and 'paris_s3' will not automatically transition to 'slave’ to the new 'master'. They
assume the role 'none' upon connectivity lossto 'paris m'

Check that the VIP interfaces is now up on the new master:

# Corresponding term nal conmmand: '$ sudo ifconfig | grep ncsvip
# issued on each node
$ nct ssh-cnd --hostsfile hostsfile -c 'sudo ifconfig | grep ncsvip

SSH command to 192.168.23.99: 22 [paris_ni
SSH OK : 'ssh sudo ifconfig | grep ncsvip' returned:
encap: Et hernet HWaddr 52:54:00: fa: 61: 99

SSH command to 192. 168. 23.11: 22 [paris_sl]

SSH K : 'ssh sudo ifconfig | grep ncsvip' returned:

et hO: ncsvi p Link encap: Et hernet HWAddr 52:54:00: fa: 61: 98
| 0: ncsvip Link encap: Local Loopback

SSH comand to 192. 168. 23. 12: 22 [pari s_s2]
SSH OK : 'ssh sudo ifconfig | grep ncsvip' returned:

SSH comand to 192.168. 23. 13: 22 [pari s_s3]
SSH OK : 'ssh sudo ifconfig | grep ncsvip' returned:

HA Fail-back to original configuration

Override to slave

)

After rectifying the cause of the Master-slave communication failure, the approach isto bring the original
Master back on-lineinitially as a Slave, which will then connect to the new Master to complete a CDB re-
sync prior to being transitioned to the operational Master.

There are no provisionsin the tailf-hcc application to automatically sense and initiate a revert back to the
original HA Cluster configuration.

Note

Itisvery important that the original master is setup to be Slave to the failover master before activation
after afail-over. If not, potential configuration loss may occur.

Override the harole of paris_ mto slave and then activate paris m:

# Corresponding CLI command: 'user @cs> request ha commands rol e-override role slave'
# issued on 'paris_m

$ nct ha --hostsfile hostsfile --action role-override --role slave

--name paris_m
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HA Node 192.168.23.99:8080 [paris_m
override

# Correspondi ng CLI conmand: 'user@cs> request ha conmands activate'
# issued on 'paris_n
$ nct ha --hostsfile hostsfile --action activate --nane paris_m

HA Node 192. 168. 23.99: 8080 [paris_m
activated

Verify override
Verify that paris misnow slaveto paris_sl:

# Correspondi ng CLI conmand: 'user @cs> show ncs-state ha'
# issued on each node
$ nct cli-cnd --hostsfile hostsfile -c ' show ncs-state ha'

Ci comand to 192.168.23.99 [paris_ni
ncs-state ha nmode sl ave

ncs-state ha node-id paris_m
ncs-state ha master-node-id paris_sl

Cli conmand to 192.168.23.11 [paris_s1]
ncs-state ha node naster

ncs-state ha node-id paris_sl

ncs-state ha connected-slave [ paris_m]

Cli command to 192.168.23.12 [paris_s2]
ncs-state ha node none

Cli command to 192.168. 23. 13 [paris_s3]
ncs-state ha node none

Role-revert nodes
Role-revert al nodes. First paris_ m, then the original slave nodes:
D

Note Allow adequate timefor CDB on re-activated paris_mto sync with CDB on the failed-over Master. The
time depends on the CDB size and how much of the CDB needs to be updated.

# Corresponding CLI command: 'user @cs> request ha commands rol e-revert
# issued on 'paris_ni
$ nct ha --hostsfile hostsfile --action role-revert --nane paris_m

HA Node 192.168.23.99:8080 [paris_nj
reverted

# Correspondi ng CLI conmand: 'user @cs> request ha conmands rol e-revert
# issued on each sl ave
$ nct ha --hostsfile hostsfile --action role-revert --group slave

HA Node 192.168.23.11: 8080 [paris_s1]
reverted

HA Node 192.168. 23.12: 8080 [paris_s2]
reverted
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HA Node 192.168. 23. 13: 8080 [paris_s3]
reverted

Verify role-revert
Verify that paris_ misthe master once again:

# Corresponding CLI conmmand: 'user @cs> show ncs-state ha'
# issued on each node

$ nct cli-cnd --hostsfile hostsfile -c 'show ncs-state ha'
Ci command to 192.168.23.99 [paris_m

ncs-state ha node master

ncs-state ha node-id paris_m

ncs-state ha connected-slave [ paris_sl paris_s2 paris_s3 ]

Cli command to 192.168.23. 11 [paris_s1]
ncs-state ha node sl ave

ncs-state ha node-id paris_sl
ncs-state ha master-node-id paris_m

Cli command to 192.168.23.12 [paris_s2]
ncs-state ha node sl ave

ncs-state ha node-id paris_s2
ncs-state ha master-node-id paris_m

Ci command to 192.168.23.13 [paris_s3]
ncs-state ha node sl ave

ncs-state ha node-id paris_s3
ncs-state ha master-node-id paris_m

Check VIP interface

Check that the VIP interfaces is up on the master but not on the dlaves (grep returns nothing if not present):

# Corresponding term nal command: '$ sudo ifconfig | grep ncsvip
# issued on each node
$ nct ssh-cnd --hostsfile hostsfile -c 'sudo ifconfig | grep ncsvip

SSH command to 192.168.23.99: 22 [paris_ni

SSH OK : 'ssh sudo ifconfig | grep ncsvip' returned:

et hO: ncsvi p Link encap: Ethernet Hwaddr 52:54:00:fa: 61: 99
I o: ncsvi p Link encap: Local Loopback

SSH conmmand to 192.168. 23. 11: 22 [paris_sl]
SSH OK : 'ssh sudo ifconfig | grep ncsvip' returned:

SSH conmand to 192. 168. 23. 12: 22 [paris_s2]
SSH OK : 'ssh sudo ifconfig | grep ncsvip' returned:

SSH command to 192. 168. 23. 13: 22 [pari s_s3]
SSH OK : 'ssh sudo ifconfig | grep ncsvip' returned:

HA Disaster Recovery

Disaster Recovery (DR) when the master CDB is no longer viable and the CDB on one of the Disaster
Recovery Slaves, paris s2 and paris_s3 has the most up-to-date configuration/operational datain the HA
group. To recover the DR Slave CDB to the configured Master follow the following procedure.

Simulate disaster failover
Simulate that both paris_mand paris_s1 goes down, by deactivating them:
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# Corresponding CLI comand: 'user @cs> request ha commands deactivate
# on node 'paris_s1'
$ nct ha --hostsfile hostsfile --action deactivate --nane paris_sl

HA Node 192.168.23.11:8080 [paris_s1]
deacti vat ed

# Corresponding CLI conmand: 'user @cs> request ha conmands deactivate
# on node 'paris_nm
$ nct ha --hostsfile hostsfile --action deactivate --nane paris_m

HA Node 192. 168. 23.99: 8080 [paris_m
deactivat ed

Check HA status

Check HA status on al nodes:

# Corresponding CLI command: 'user @cs> show ncs-state ha
# i ssued on each node
$ nct cli-cnd --hostsfile hostsfile -c 'show ncs-state ha

Cli command to 192.168.23.99 [paris_ni
ncs-state ha node none

Cli command to 192.168.23.11 [paris_s1]
ncs-state ha node naster
ncs-state ha node-id paris_sl

Cli command to 192.168.23.12 [paris_s2]
ncs-state ha node none

Cli conmmand to 192.168.23.13 [paris_s3]
ncs-state ha node none

Set a new master
Make paris_s2 the new master with the action role-override:

# Corresponding CLI comand: 'user @cs> request ha commands rol e-override role naster'
# on node 'paris_s2

$ nct ha --hostsfile hostsfile --action role-override --role master

--nanme paris_s2

HA Node 192.168. 23.12: 8080 [paris_s2]
override

Force to be slave

Force paris_mto be slave with the action role-override, then set paris_s2 to be its master with the action
force-be-dave-to, and finally activate paris_m:

# Correspondi ng CLI conmand: 'user @cs> request ha conmands rol e-override role slave
# on node 'paris_nm

$ nct ha --hostsfile hostsfile --action role-override --role slave

--nane paris_m

HA Node 192.168.23.99:8080 [paris_ni
override

# Corresponding CLI command: 'user @cs> request ha commands force-be-slave-to menber paris_s2
# on node 'paris_nmn
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$ nct ha --hostsfile hostsfile --action force-be-slave-to
--nmenber paris_s2 --nane paris_m

HA Node 192.168.23.11:8080 [paris_n
Trying to be slave to paris_s2

# Corresponding CLI conmmand: 'user @cs> request ha conmands activate'
# on node 'paris_n
$ nct ha --hostsfile hostsfile --action activate --nane paris_m

HA Node 192. 168. 23.99: 8080 [paris_ni
activated

Verify new master
Verify that paris sl now is master over paris_m:

# Corresponding CLI conmmand: 'user @cs> show ncs-state ha
# issued on each node
$ nct cli-cnd --hostsfile hostsfile -c 'show ncs-state ha

Ci conmmand to 192.168.23.99 [paris_ni
ncs-state ha node sl ave

ncs-state ha node-id paris_m
ncs-state ha nmaster-node-id paris_s2

Ci command to 192.168.23.11 [paris_s1]
ncs-state ha node none

Ci command to 192.168.23.12 [paris_s2]
ncs-state ha node master

ncs-state ha node-id paris_s2

ncs-state ha connected-slave [ paris_m]

Cli command to 192.168.23.13 [paris_s3]
ncs-state ha node none

Role-revert nodes
Role-revert all nodes. First paris_ m, then the original slave nodes, and activate paris_sl again:

# Corresponding CLI command: 'user @cs> request ha commands rol e-revert
# issued on 'paris_m
$ nct ha --hostsfile hostsfile --action role-revert --nane paris_m

HA Node 192.168.23.99:8080 [paris_n
reverted

# Corresponding CLI command: 'user @cs> request ha conmands rol e-revert
# issued on each slave
$ nct ha --hostsfile hostsfile --action role-revert --group slave

HA Node 192. 168.23.11:8080 [paris_s1]
reverted

HA Node 192. 168. 23.12: 8080 [paris_s2]
reverted

HA Node 192. 168. 23. 13: 8080 [paris_s3]
reverted

# Corresponding CLI command: 'user @cs> request ha conmands activate
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# issued on 'paris_sl'
$ nct ha --hostsfile hostsfile --action activate --nane paris_sl

HA Node 192. 168. 23. 11: 8080 [paris_s1]
activated

Verify role-revert
Verify that paris_ misthe master once again:

# Corresponding CLI command: 'user @cs> show ncs-state ha
# issued on each node
$ nct cli-cnd --hostsfile hostsfile -c 'show ncs-state ha

Cli command to 192.168.23.99 [paris_nj

ncs-state ha node naster

ncs-state ha node-id paris_m

ncs-state ha connected-slave [ paris_sl paris_s2 paris_s3 ]

Ci comand to 192.168.23.11 [paris_s1]
ncs-state ha nmode sl ave

ncs-state ha node-id paris_sl
ncs-state ha master-node-id paris_m

Ci conmand to 192.168.23.12 [paris_s2]
ncs-state ha node sl ave

ncs-state ha node-id paris_s2
ncs-state ha master-node-id paris_m

Cli command to 192.168. 23. 13 [paris_s3]
ncs-state ha node sl ave

ncs-state ha node-id paris_s3
ncs-state ha master-node-id paris_m

NSO Cluster HA

In this example there are 2 Clusters, PARIS and LONDON. PARI Sisthe master cluster, and LONDON
the slave cluster. Cluster PARI'S consist of the service node pariss and the device node parisdl. Cluster

L ONDON consist of the service node londons and the device node londondl. parissis the master to slave
londons, parisdl is the master to slave londond1.

The service nodes will require some additional configuration for remote node communication.

BGP will be enabled for the service nodes, so pariss and londons will require some additional
configuration for the quagga device, using the NED quagga-bgp.
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BGP ANYCAST ROUTE BGP ANYCAST
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192.168.30.0/24

MASTER CLUSTER PARIS SLAVE CLUSTER LONDON

92.168.50.0/24 192.168.40.0/24
pariss P:‘“'del (d1) londons londond1 (d1)
token: s token: d1 -
token: s default-ha-role: slave
default-ha-role: master default-ha-role: master S etaulth A
address: 192.168.50.1 address: 192.168.50.2 etauibha rolo: siave (ESEREE IR

failover-master: true address: 192.168.40.2
cluster-manager: true
managed-cluster-nodes: d1

quagga-device: quagga. paris

address: 192.168.40.1
cluster-manager: true

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
T
I
|
|
it
y
L
I
|
|
I
I
|
I
! managed-cluster-nodes: d1

quagga_paris
— — { quagga_london

A\

ncs- The hostsfile for nct used in this example:
cluster-

$ cat hostsfile
{"192.168.50. 1", [
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{nanme, "pariss"},

{groups, ["all", "service", "paris"]},
{ssh_user, ...}, {ssh_pass, ..

1}

{"192.168.40.1", [

{nanme, "londons"},
{groups, ["all", "service", "london"]},
{ssh_user, ...}, {ssh_pass, ...},

1}

{"192.168.50.2", [
{nane, "parisdl"},

{groups, ["all", "device", "paris"]},
{ssh_user, ...}, {ssh_pass, ...},

1}

{"192.168.40.2", [

{name, "londondl"},
{groups, ["all", "device", "london"]},
{ssh_user, ...}, {ssh_pass, ...},

1}

Node OS configuration

Hostname Resolution

The ha member names match the machine hostname, and is resolvable.

The cluster configuration needs to point to the Device node(s) as part of the ‘remote-node’ configuration.
As the service nodes pariss and londons share any configuration stored in CDB, an additional hostname
is added for the device nodes. The Service Node in each cluster needs to resolve the hostname d1 to the
appropriate address for its referenced cluster, as shown below.

The hosts-file on each node:

# Corresponding term nal command: '$ cat /etc/hosts
# issued on each node
$ nct ssh-cnd --hostsfile hostsfile -c 'cat /etc/hosts

SSH conmand to 192. 168.50. 1: 22 [pari ss]
SSH OK : 'ssh cat /etc/hosts' returned:
127.0.1.1 pari ss

127.0.0.1 | ocal host

192.168.50.1 pariss

192.168.40.1 | ondons

192.168.50.2 parisdl di

192.168.50.21 s-vip

SSH conmand to 192. 168. 40. 1: 22 [| ondons]
SSH OK : 'ssh cat /etc/hosts' returned
127.0.1.1 | ondons

127.0.0.1 | ocal host

192.168.50.1 pariss

192.168.40.1 | ondons

192.168.40.2 |ondondl dl1

192.168.50.21 s-vip

SSH conmand to 192. 168.50. 2: 22 [pari sdl]
SSH OK : 'ssh cat /etc/hosts' returned
127.0.1.1 parisdl

127.0.0.1 | ocal host

192. 168.50. 1 pari ss
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192. 168. 50. 2 parisdl
192. 168. 40. 2 | ondondl

SSH command to 192. 168. 40. 2: 22 [| ondond1]
SSH OK : 'ssh cat /etc/hosts' returned
127.0.1.1 | ondondl

127.0.0.1 | ocal host

192. 168.40. 1 | ondons

192. 168.50. 2 parisdl

192. 168. 40. 2 | ondond1l

Cluster remote-node SSH Keys

Cluster configuration needs to maintain the SSH Keys for authentication to the ‘remote-node’ in its
configuration. Therefore, the SSH Keys fetched from Device nodes and maintained in the cluster remote-
node configuration of the Service nodes will need to be the same for d1 in both clusters. The only way to
achieve thisis to use the same SSH Keys on both Device nodes, parisdl and londondl. This can be done
by copying the SSH Keys from NCS on one of the Device nodesto the other after installation of NCS on
each node (SSH Keys get generated during NCS installation).

Node NSO configuration

Each node has enabled ha in ncs.conf:

<ha>
<enabl ed>t r ue</ enabl ed>
</ ha>

tailf-hce is properly loaded on each node:

# Corresponding CLI command: 'user @cs> show packages package tailf-hcc
# issued on each node
$ nct cli-cnd --hostsfile hostsfile -c "show packages package tailf-hcc"

Ci command to 192.168.50.1 [pariss]

packages package tailf-hcc

package-version 4.0

description "NED package for Tail-f HA Custer Control Interface"
ncs-mn-version [ 4.0.1 ]

oper - status up

Cli command to 192.168.40.1 [l ondons]

packages package tailf-hcc

package-version 4.0

description "NED package for Tail-f HA Custer Control Interface"
ncs-mn-version [ 4.0.1 ]

oper-status up
etc

quagga-bgp is properly loaded on the service nodes:

# Corresponding CLI command: 'user @cs> show packages package quagga- bgp
# issued on each service node
$ nct cli-cnd --hostsfile hostsfile

-c "show packages package quagga-bgp" --group service

Ci command to 192.168.50.1 [pariss]
packages package quagga- bgp
package-version 3.3.0

[l Nso Tailf Hee



| NSO Tailf HCC Examples
Node 0S configuration .

description "NED package for Quagga BGP daenon"
ncs-mn-version [ 3.1 3.2 3.3 3.4 4.0 ]

oper-status up

Ci command to 192.168.40.1 [l ondons]

packages package quagga- bgp

package-version 3.3.0

description "NED package for Quagga BGP daenon"
ncs-mn-version [ 3.1 3.2 3.3 3.4 4.0 ]

oper-status up

Cluster configuration on the Service nodes

The service nodes have configuration to communicate with its remote nodes (the SSH keys for the remote
nodes have been fetched):

# Corresponding CLI command: 'user @cs> show configuration cluster’
# issued on each service node

$ nct cli-cnd --hostsfile hostsfile -c "show configuration cluster”
--group service

Ci command to 192.168.50.1 [pariss]
renot e- node di {
address di;
port 2022,
ssh {
host - key ssh-dss {
key-data ...;
}
}
aut hgroup defaul t;
trace pretty;
}
aut hgroup default {
defaul t-map {

sane- user;
sane- pass;
}
umap admin {
sane- user;
renot e- password .. .;
}
umap hcctest {
r enot e- nane adm n;
renot e- password . ..;
}
umap oper {
sane- user;
renot e- password .. .;
}
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Note Intheauthgroup default there is aumap for the user hcctest, which is used by tailf-hcc to authenticate
towards the remote nodes during monitoring. When a human user isinvoking an action, the current session
user will be used instead.

BGP configuration on the Service nodes

The service nodes have configuration to communicate and configure quagga-devices. Asthey share
configuration, the quagga-device for pariss will be present in londons as well. Although the quagga-device
for pariss will be out-of-sync on londons, and vice versa. The nodes will be configured with the quagga-
devicesit should communicate with in its ha-configuration.

The quagga-device configuration for both service nodes:

# Corresponding CLI command: 'user @cs> show configuration devices device'
# issued on each service node

$ nct cli-cnd --hostsfile hostsfile -c "show configuration devices device"
--group service

devi ce quagga_Il ondon {
addr ess | ondons;
port 2605;
aut hgroup quagga;
devi ce-type {
cli {
ned-id gquagga- bgp;
protocol telnet;
}
}
state {
adm n-state unl ocked;
}
config {

devi ce quagga_paris {
addr ess pari ss;
port 2605;
aut hgr oup quagga;
devi ce-type {
cli {
ned-id quagga- bgp;
protocol telnet;
}
}
state {
adm n-state unl ocked;

}
config {

}

# Corresponding CLI command: 'user @cs> show configurati on devi ces aut hgroups group quagga'
# issued on each service node

$ nct cli-cnd --hostsfile hostsfile -c "show configuration devices authgroups group quagga"
--group service

umap admin {
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r enot e- nane bgpd;
renot e- password ... ;
}
umap hcctest {
r enot e- nane bgpd;
renot e- password .. .;
}

Node 0S configuration .

Note

In the authgroups group quagga there is a umap for the user hectest, which is used by tailf-hcc to

authenticate towards the remote nodes during monitoring.

The service nodes will reconfigure its quagga device depending on its current HA state, by applying one of

four device templates, which need to be present in the configuration as well:

# Corresponding CLI command: 'user @cs> show configuration devices tenplate’

# issued on 'pariss'

$ nct cli-cnd --hostsfile hostsfile -c "show configuration devices

tenpl ate" --nane pariss

Ci conmmand to 192.168.50.1 [pariss]
tenmpl ate hcc-fail over-master {
config {
quagga- bgp: host name FAI LOVERVASTER,;
quagga- bgp: rout e-map SET- MED 10 {
set {
netric 10;
}

}
}
templ ate hcc-nmaster {
config {
quagga- bgp: host name MASTER,;
quagga- bgp: rout e- map SET- MED 10 {
set {
netric 12;

}

}
}

tenpl ate hcc-none {
config {
quagga- bgp: host nane NONE;
quagga- bgp: rout e-map SET- MED 10 {
set {
nmetric 20;
}

}
}
tenpl ate hcc-sl ave {
config {
quagga- bgp: host name SLAVE;
quagga- bgp: rout e-map SET- MED 10 {
set {
netric 15;

}
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Note The above templates are very generic and only change the metric value for the device. In redlity, these
templates will be bigger, and not possible to generalize. The above templates can be generated with the
action ha action create-bgp-templates to give a starting point.

It is also quite possible that the device nodes need to apply different device-templates for the same state.
This can be achieved by adding templates with a hosthame suffix, which will then have precedence. For
exampl e the hcc-master-pariss will have precedence over the template hce-master

HA configuration on the Service nodes
The ha configuration for both service nodes:

# Corresponding CLI command: 'user @cs> show configuration ha'
# issued on each service node

$ nct cli-cnd --hostsfile hostsfile -c "show configuration ha"
--group service

Ci command to 192.168.50.1 [pariss]

t oken S;
| ocal -user hcctest;
bgp {

anycast - prefix 192. 168. 60. 100/ 32;
anycast-path-mn 3;

cl ear - enabl ed true;

}

menber | ondons {
addr ess 192. 168. 40. 1;
defaul t-ha-role sl ave;
fail over-naster true;
cl ust er - manager true;
guagga- devi ce quagga_| ondon;
managed- cl uster-nodes [ dl ];

}

menber pariss {
addr ess 192. 168. 50. 1;
default-ha-rol e mast er ;
cl ust er - nanager true;
guagga- devi ce guagga_paris;
managed- cl uster-nodes [ d1 ];

}

Ci command to 192.168.40.1 [l ondons]
<sanme as for pariss>

The local-user hectest will be used for authentication towards both the remote-nodes and quagga-
devices. parissis configured to use the device quagga paris and londons is configured to use the device
guagga_london. Both nodes are configured to manage the remote-node d1, which will be resolved to
parisdl on pariss and to londondl on londons.

Configuration on the Device nodes

The device nodes have less complicated configuration as they do not manage other nodes, nor need to
communicate with a quagga device:

# Corresponding CLI conmand: 'user @cs> show configuration ha'

# issued on each devi ce node

$ nct cli-cmd --hostsfile hostsfile -c "show configuration ha"
--group device
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Activate HA

Node 0S configuration .

Ci conmmand to 192.168.50.2 [parisdl]

t oken di;

menber | ondondl {
addr ess 192. 168. 40. 2;
defaul t-ha-rol e sl ave;
failover-master true;

}

nenber parisdl {
addr ess 192. 168. 50. 2;
default-ha-role master;

}

Cli command to 192.168.40.2 [| ondond1]
<sanme as for parisdl>

Show status before activation

Activate HA

# Corresponding CLI comand: 'user @cs> show ncs-state ha'
# issued on each node
$ nct cli-cnd --hostsfile hostsfile -c "show ncs-state ha"

Cli conmand to 192.168.50.1 [pariss]
ncs-state ha node none

Cli comand to 192.168.40.1 [l ondons]
ncs-state ha node none

Cli comuand to 192.168.50.2 [parisdl]
ncs-state ha node none

Ci conmmand to 192.168.40.2 [l ondondl]
ncs-state ha node none

When not activated, the none-template have been applied to the quagga devices. Verify that the hostname
isNONE:

$ telnet 192.168.50.1 2605 #pariss quagga

NONE> exi t #<-- Host nane NONE
Connection cl osed by foreign host.

$ telnet 192.168.40.1 2605 #l ondons quagga

NONE> exi t #<-- Host nane NONE
Connection cl osed by foreign host.

Activate HA by invoking the action activate First on the PARI S cluster, then on the LONDON cluster:

# Correspondi ng CLI conmand: 'user@cs> request ha conmands activate'
# issued on each node in *PARI S* cluster
$ nct ha --hostsfile hostsfile --action activate --group paris

HA Node 192.168.50. 1: 8080 [ pari ss]
activated

HA Node 192. 168. 50. 2: 8080 [ pari sdi]
activat ed
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# Corresponding CLI conmmand: 'user @cs> request ha conmands activate'
# issued on node each in *LONDON* cl uster
$ nct ha --hostsfile hostsfile --action activate --group |ondon

HA Node 192. 168. 40. 1: 8080 [| ondons]
activated

HA Node 192. 168. 40. 2: 8080 [| ondond1]
activated

Show status after activation

# Corresponding CLI command: 'user @cs> show ncs-state ha'
# issued on each node
$ nct cli-cnd --hostsfile hostsfile -c "show ncs-state ha"

Ci command to 192.168.50.1 [pariss]
ncs-state ha node naster

ncs-state ha node-id pariss

ncs-state ha connected-slave [ |ondons ]

Ci command to 192.168.40.1 [l ondons]
ncs-state ha node sl ave

ncs-state ha node-id | ondons
ncs-state ha nmaster-node-id pariss

Ci command to 192.168.50.2 [parisdl]
ncs-state ha node master

ncs-state ha node-id parisdl

ncs-state ha connected-slave [ | ondondl ]

Ci command to 192.168.40.2 [l ondondl]
ncs-state ha node sl ave

ncs-state ha node-id | ondondl
ncs-state ha master-node-id parisdl

Check Quagga

When activated, the master-template has been applied to the quagga paris device, and the slave-template
has been applied to the quagga |ondon device:

$ telnet 192.168.50.1 2605 #pariss quagga

MASTER> exi t #<-- Host name MASTER
Connection cl osed by foreign host.

$ telnet 192.168.40.1 2605 #l ondons quagga

SLAVE> exit #<-- Hostnane MASTER
Connection closed by foreign host.

HA Failover

Simulate failover
Simulate that the node parissis down by deactivating it:

# Corresponding CLI conmmand: 'user @cs> request ha comrands deactivate
# i ssued on node 'pariss
$ nct ha --hostsfile hostsfile --action deactivate --nane pariss

HA Node 192.168.50. 1: 8080 [ pari ss]
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Check failover

)

Node 0S configuration .

deactivat ed

Check that the failover cluster transitioned to master

Note

\)

Failover will take (interval*failure limit) seconds before the failover master confirms loss of master and
initiates afailover. If the Master-Slave communication is re-established during this period, HA operation
would continue as normal

# Corresponding CLI comand: 'user @cs> show ncs-state ha'
# issued on each node
$ nct cli-cnd --hostsfile hostsfile -c "show ncs-state ha"

Ci conmmand to 192.168.50.1 [pariss]
ncs-state ha node none

Cli comand to 192.168.40.1 [l ondons]
ncs-state ha node naster
ncs-state ha node-id | ondons

Ci command to 192.168.50.2 [parisdi]
ncs-state ha node naster
ncs-state ha node-id parisdl

Ci command to 192.168.40.2 [| ondond1]
ncs-state ha node naster
ncs-state ha node-id | ondondl

londons noticed that it lost connectivity with its master, and transitioned to master. It also instructed its
remote-node londond1 to transition to master.

Note

Check Quagga

parisdl is unaware that parissis down, and will not automatically change its HA state.

During afailover, the failover-master-templ ate has been applied to the quagga london device, and since
thiswas a controlled failure of pariss, the none-template has been applied to the quagga paris device:

$ telnet 192.168.50.1 2605 #pari ss quagga

NONE> exi t #<-- Host name NONE
Connection closed by foreign host.

$ telnet 192.168.40.1 2605 #l ondons quagga

FAI LOVERMASTER> exi t #<-- Host nanme FAl LOVERVASTER
Connection closed by foreign host.

HA Fail-back to original configuration

After rectifying the cause of the Master-slave communication failure, the approach is to bring the original
Master cluster back onlineinitially as a Slave, which will then connect to the new Master to complete a
CDB re-sync prior to being transitioned to the operational Master.

There are no provisions in the tailf-hcc application to automatically sense and initiate arevert back to the
original HA Cluster configuration.
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Note

Override to slave

Verify override

Check Quagga

Itisvery important that the original master cluster is setup to be Slave to the failover master cluster before
activation after afail-over. If not, potential configuration loss may occur.

Override the harole of the cluster nodesin PARI S to slave then activate:

# Corresponding CLI conmmand: 'user @cs> request ha comrands rol e-override role slave'
# issued on each node in *PARI S* cluster

$ nct ha --hostsfile hostsfile --action role-override --role slave

--group paris

HA Node 192.168.50. 1: 8080 [ pari ss]
override

HA Node 192.168.50.2: 8080 [parisdi]
override

# Corresponding CLI conmand: 'user @cs> request ha commands acti vate'
# issued on each node in *PARI S* cluster
$ nct ha --hostsfile hostsfile --action activate --group paris

HA Node 192.168.50. 1: 8080 [ pari ss]
activated

HA Node 192. 168. 50. 2: 8080 [ pari sdl]
activated

Verify that cluster PARIS now is slave to cluster LONDON

# Corresponding CLI conmmand: 'user @cs> show ncs-state ha'
# issued on each node
$ nct cli-cmd --hostsfile hostsfile -c "show ncs-state ha"

Cli conmand to 192.168.50.1 [pariss]
ncs-state ha node sl ave

ncs-state ha node-id pariss
ncs-state ha master-node-id | ondons

Ci command to 192.168.40.1 [l ondons]
ncs-state ha node nmaster

ncs-state ha node-id | ondons

ncs-state ha connected-slave [ pariss ]

Ci command to 192.168.50.2 [parisdl]
ncs-state ha node sl ave

ncs-state ha node-id parisdl
ncs-state ha master-node-id | ondondl

Ci command to 192.168.40.2 [l ondondl]
ncs-state ha node naster

ncs-state ha node-id | ondondl

ncs-state ha connected-slave [ parisdl ]

During arole-override, the slave-template has been applied to the quagga paris device:
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$ telnet 192.168.50.1 2605 #pariss quagga

SLAVE> exit #<-- Hostnane SLAVE
Connection cl osed by foreign host.

$ telnet 192.168.40.1 2605 #l ondons quagga

FAl LOVERVASTER> exi t #<-- Host name FAlI LOVERVASTER
Connection cl osed by foreign host.

Role-revert nodes
Role-revert all nodes
A\

Note Allow adequate timefor CDB on re-activated paris_mto sync with CDB on the failed-over Master. The
time depends on the CDB size and how much of the CDB needs to be updated.

First role-revert cluster PARI S then cluster LONDON:

# Corresponding CLI conmand: 'user @cs> request ha conmands rol e-revert
# i ssued on each node in *PARI S* cluster
$ nct ha --hostsfile hostsfile --action role-revert --group paris

HA Node 192. 168. 50. 1: 8080 [ pari ss]
reverted

HA Node 192.168.50.2: 8080 [pari sdi]
reverted

# Corresponding CLI command: 'user @cs> request ha conmands rol e-revert
# issued on each node in *LONDON* cl uster
$ nct ha --hostsfile hostsfile --action role-revert --group |ondon

HA Node 192. 168. 40. 1: 8080 [| ondons]
reverted

HA Node 192. 168. 40. 2: 8080 [| ondond1]
reverted

Verify role-revert
Verify cluster PARIS is master once again

# Correspondi ng CLI conmand: 'user @cs> show ncs-state ha
# issued on each node
$ nct cli-cnd --hostsfile hostsfile -c "show ncs-state ha"

Ci command to 192.168.50.1 [pariss]
ncs-state ha node naster

ncs-state ha node-id pariss

ncs-state ha connected-slave [ |ondons ]

Ci comuand to 192.168.40.1 [l ondons]
ncs-state ha node sl ave

ncs-state ha node-id | ondons
ncs-state ha master-node-id pariss

Cli command to 192.168.50.2 [parisdl]
ncs-state ha node naster
ncs-state ha node-id parisdl
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ncs-state ha connected-slave [ | ondondl ]

Ci command to 192.168.40.2 [l ondondl]
ncs-state ha node sl ave

ncs-state ha node-id | ondondl
ncs-state ha master-node-id parisdl

Check Quagga

After role-revert, the master-template has been applied to the quagga paris device, and the dave-template
has been applied to the quagga |ondon device:

$ telnet 192.168.50.1 2605 #pariss quagga

MASTER> exi t #<-- Host name MASTER
Connection cl osed by foreign host.

$ telnet 192.168.40.1 2605 #l ondons quagga

SLAVE> exi t #<-- Hostnane SLAVE
Connection cl osed by foreign host.

FAQ and known issues
FAQ

1 After afailover, the new Master cannot connect to its devices, with a authentication failure
Asthe Master and Slave(s) share the same configuration stored in CDB, they also share the
encrypted passwords for authentication. Therefore, the encryption keys must be the same on the
master and dave nodes in ncs.conf

2. After activating tailf-hcc, nothing happens, the node(s) does not transition to its configured HA-role
Most likely there is ahostname . _, ha member-name mismatch. tailf-hcc will use the node
hostname to identify which member instance configuration to apply. It is therefore required that
the hostname and member’ s name is the same

3. Which log files are of interest?
The package is mainly written in Java, so when something goes wrong, start by looking in the
ncs-j ava- vm | og inthelog-directory for ncs (default under / var / | og/ ncs). If you are
using the VIP-functionality, you also need to look at thedevel . | og, asthe VIP code iswritten in
erlang and uses the devel.log for logging.

4. Any other debugging tips?
NCS Master and Slave communicates over TCP. The port used is configured in ncs.conf, and
must be the same on the Master and the Slave(s). Make sure that no firewall etc is blocking this
port, with your flavour of iptables command, for example, and you can see which ports the host is
listening to with netstat -anp | grep tcp

Issues

Issues with HA in Openstack VM environment

* Openstack VMs have a VM-level psuedo-firewall capability called Security Groups that needs to
allow the appropriate protocols/ports.

* Issues with unidirectional master-slave traffic - return packet lost in Openstack infrastructure.
Customers have seen, with tcp dump, that the Slave sends a SYN as soon as the master goes
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down, Master sends back a RST,ACK but the Slave never getsthat last packet, so the Slave
keeps waiting until the timeout* retries expires. This could be caused by the Neutron bug (https.//
bugs.launchpad.net/neutron/+bug/1460741), but this is unconfirmed.
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The NSO Tailf HCC Models

¢ NSO Tailf HCC model, page 41

¢ NSO Tailf HCC typedefs model, page 47
* NSO Tailf HCC Actions model, page 47
« NSO Tailf HCC Alarms model, page 51

NSO Tailf HCC model

Example 10. NSO Tailf HCC YANG Model

nmodul e tailf-hcc {
nanespace "http://tail-f.com pkg/tailf-hcc"
prefix hcc;

inmport ietf-inet-types {
prefix inet;

}

import tailf-comon {
prefix tailf;

}

import tailf-ncs {
prefix ncs;

}

include tailf-hcc-typedefs {
revi si on-date "2015-09-14";

}

include tailf-hcc-alarms {
revi si on-date "2015-09-14";

}

include tailf-hcc-actions {
revi si on-date "2015-09-14";

}

organi zation "Tail-f Systens";
description
"This nodul e contains a collection of YANG definitions for
configuring and nonitoring the NCS high availability
APlI. This yang file is used by the Tail-f C uster Manager (tailf-hcc)
package.";

revision 2017-12-22 {
description
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"Support of multiple VIP";
}

revision 2017-05-05 {
description
"Add the netrmask | eaf to the VIP configuration”;

}

revision 2016-03-10 {
description
"Renpoved the operational leaf 'current-ha-role', as the ncs operational
|l eaf '/ncs-state/ha' contains the sane information”;

}

revi sion 2015-09-14 {
description
"Initial revision.";

}

groupi ng vip-content {
| eaf address {
mandatory true;
tailf:info "The Virtual IP address to bring up on a |abeled interface";
type inet:ip-address;
}
| eaf netnask {
tailf:info "The netnmask used for the |abeled interface";
type inet:ip-address;
description
"The netmask used for the brought up VIP. If it is not present
in the configuration, the netmask will be the same as the one
fromthe underlying interface.";
}
| eaf broadcast-address {
tailf:info "The Broadcast address used for the |abeled interface";
type inet:ip-address;
description
"The broadcast address used for the brought up VIP. If it is not present
in the configuration, the broadcast address will be calculated fromthe
address and netmask (configured or taken fromthe underlying interface).";
}
}

augrment "/ hcc: ha" {
uses | ocal -actions;
}

augnment "/ ncs:cluster/ncs:renote-node" {
uses renote-actions;

contai ner ha {
presence "Enabl e hcc ha";
tailf:info "Hi gh availability cluster configuration";
| eaf token {
tailf:info "A shared secret within an HA group."”;
type string;
mandatory true;
description
"This value is used as the shared secret when setting
up HA between nodes. Al nodes within the same HA group
(e.g a master-node and sl ave(s)) nmust share this token,
and the token nust be uni que";
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| eaf |ocal -user {

}

when "../menber/cl uster-nmanager = 'true' or ../bgp";
tailf:info "local -user used for renote device and/or quagga devi ce aut hentication";
type string;

description
"The | ocal user used by tailf-hcc to issue actions on renote nodes
and/ or configure the quagga device. It nmust nmatch a | ocal user under
/ cl ust er/ aut hgr oup/ umap and/ or /devi ces/ aut hgr oups/ gr oup/ umap";

| eaf interval {

}

tailf:info "Interval on which HA state is checked (seconds)";

type int32 {
range "1..60";

}

default "4";

description
"Interval on which a (slave) node check its HA status.
The node will check if it has connection with its naster.
If the node is a cluster-nmanager, it will also check the HA-status
of its managed renote-nodes. If the node is a cluster-mnager and BGP
is enabled, it will also check the anycast prefix path length on the
BGP device.";

leaf failure-limt {

tailf:info "Nunmber of failed HA state check interval (s) before declaring a failure";

type int32 {
range "1..100";

}

default "10";

description
"This is the nunber of tines a slave node notice that it, or its
managed renot e-nodes, |ost HA connection with its master. Wen the limt is hit,
the node will declare a failure and a failover-process will initiate.";

choice | 2orl3 {

case |3 {
contai ner bgp {
must '/ ncs:devices/ncs:tenplate[starts-with(., "hcc-master")]"' {
error-nessage "You must have a device tenplate starting with the name 'hcc-master’
}
must '/ ncs:devices/ncs:tenplate[starts-with(., "hcc-failover-master")]"' {
error-nessage "You must have a device tenplate starting with the name 'hcc-fail ov
}
must '/ ncs:devices/ncs:tenplate[starts-with(., "hcc-slave")]"' {
error-nessage "You must have a device tenplate starting with the name 'hcc-sl ave''
}
must '/ ncs:devices/ncs:tenplate[starts-with(., "hcc-none")]"' {
error-nessage "You must have a device tenplate starting with the name 'hcc-none'".
}
must " ../local -user" {

error-nessage "You nmust specify a |local-user for quagga device authentication”;
}
tailf:info "BGP anycast failover configuration";
presence "Enabl e BGP";
description
"The configuration needed for BGP nonitoring and configuring. The node
will apply different device tenplates depending on which HA state it is in.
The (slave) node will nonitor a configured anycast prefix paths,
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and when the nunber of paths fall below a set mninum the node wll

start the failover process, which include applying a failover device tenplate.";
leaf failure-limt {

tailf:info "Nunber of failed anycast path state check before declaring a failure";

type int32 {
range "1..100";

}

default "10";

description
"This is the nunmber of tines a slave node notice that the prefix anycast
path is lower than the configured m ni mum
When the linmit is hit, the node will declare a failure and
a failover-process will initiate.";
}
| eaf anycast-prefix {
tailf:info "BGP anycast prefix to nmonitor";
type inet:ip-prefix;
mandatory true;
}
| eaf anycast-path-mn {
tailf:info "M ni mum nunber of valid anycast paths before the declaring | oss of conne
type int32;
default "3";
description
"The m ni num nunber of valid anycast paths. Wen bel ow this nunber
nore tinmes than the allowed failure limt, configured under
/ha/bgp/failure-limt, a loss of connectivity to the naster
node is declared, and a fail over is initiated";
}
| eaf clear-enabled {
tailf:info "If set, all BGP sessions and routes are cleared each time a new configur
type bool ean;
default "fal se";
description
“In the case of applying configuration towards a quagga devi ce, should the node
al so clear BGP sessions and routes on the quagga";
}
}

case |2 {
choi ce vi p-ordinal -choi ce {
case vip-single {
container vip {
status deprecated;
presence "Enable VIP";
tailf:info "VIP failover configuration (deprecated)";
description
"If enabled, a VIP with the | abel $interface:ncsvip will be
added for the current master node with the address specified.";

uses vi p-content;
}
}

case vip-multiple {
contai ner vips {
tailf:info "VIPs failover configuration";
list vip {
key "address";
description
"If list contains VIPs, then with the |abel $interface:ncsvip they will be
added for the current master node with the address specified.";
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uses vi p-content;

}
}
}
}
}
}
l'ist menber {
must "count (../nmenber[default-ha-role = '"master']) <= 1" {
error-nmessage "At nobst one node can serve as a master";
}
must “"count (../nmenber[failover-master = "true']) <= 1" {
error-nessage "At nost one node can serve as a failover master"”;
}
must "not(./cluster-manager = '"true') or ../local-user" {
error-nmessage "You nmust specify a local-user for renmpote node authentication";
}

must "not (../bgp) or ./quagga-device" {
error-nmessage "You nust specify a device used for BGP nonitoring";
}
must "not(../vip) or ./vip-interface" {
error-nmessage "You nust specify a vip interface when vip is enabl ed";
}
must "not(../vips/vip) or (count(./vip-interfaces/vip-interface) = count(../vips/vip))"
error-nmessage "You nust specify a vip interface for each vip enabl ed";
}
key narne;
uni que "address";
max- el enents 64;
tailf:info "HA O uster nmenber configuration”;
description
"This table is the cluster nenber nodes";
| eaf nane {
tailf:info "The nane of the nenber. Miust be the sane as the nenber's hostnane";
type string;
}
| eaf address {
tailf:info "Ip Address of the ncs instance";
type inet:ip-address;
mandatory true;
}
| eaf default-ha-role {
tailf:info "The preferred HA role for this nenber"”;
type cluster-role-type;
default none;
description
"This is the HA rol e the node shoul d have when everything is
working as it should. This is also the role the node will try
to take when given the action 'role-revert'";
}
| eaf failover-master {
tailf:info "HA node will assunme role of HA master when default HA naster is down";
when "../default-ha-role = 'slave'";
type bool ean;
default "fal se";
}
| eaf rel ay-name {
type leafref {
path "/hcc: hal/ hcc: nenber/ hcc: name”;
}
tailf:info "This menber's rel ay- node";
description "The name of the node that should act as a relay
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between this node and the master";
}
| eaf cluster-manager {
type bool ean;
default "false";
tailf:info "A cluster nanager will nmanage HA within its NCS cluster";
description
"A cluster node acting as Custer manager
wi Il monitor and manage HA for all its renote nodes
speci fi ed under /ha/nenber/ managed- cl ust er - nodes";

}
| eaf-1i st nmanaged- cl uster-nodes {
when "../cluster-manager = 'true'";
type leafref {
path "/ncs:cluster/ncs:renote-node/ ncs: nane";
}
tailf:info "Renpte nodes in the cluster managed by the cluster-nanager";
description
"The remote nodes for which the cluster-manager should nmonitor HA status,
and manage HA rol es dependi ng on changes in the HA network.";
}

| eaf quagga-device {
when "../../bgp";
type leafref {
path "/ncs: devi ces/ ncs: devi ce/ ncs: name";

}

tailf:info "Device used for BGP anycast nonitoring and managi ng";
}
choi ce vi p-ordinal -choi ce {
case vip-multiple {
contai ner vip-interfaces {
list vip-interface {
key "vip-interface address";
when "../../../hcc:vips/vip";
tailf:info "The interfaces used for the vips";

| eaf vip-interface {
type string;
}

| eaf address {
type leafref {
path "../../../../hcc:vips/hcc:vip/hcc:address"”;

}
}
}
}
}
case vip-single {
| eaf vip-interface {
status deprecated;
when "../../vip";
tailf:info "The interface used for the vip (deprecated)";
type string;
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NSO Tailf HCC typedefs model

Example 11. NSO Tailf HCC notif typedefs Model

submodul e tail f-hcc-typedefs {
bel ongs-to tailf-hcc {
prefix hcc;

}

revi sion "2015-09- 14" {
description "Initial revision";

}

typedef cluster-role-type {
type enuneration {
enum unknown {val ue 0;}
enum none {val ue 1;}
enum sl ave {val ue 2;}
enum naster {val ue 3;}
enumrel ay {value 4;}
}
}
}

NSO Tailf HCC Actions model

Example 12. NSO Tailf HCC actions YANG Model

subrodul e tail f-hcc-actions {
bel ongs-to tailf-hcc {
prefix hcc;

}

import tailf-comon {
prefix tailf;

}

inport tailf-ncs {
prefix ncs;

}

include tailf-hcc-typedefs

description
"Thi s subnodul e contains all tailf:actions used for managing the ha.";

revision "2015-09-14" {
description "Initial revision";

}

/1 Actions used both locally and renotely.
groupi ng shared-actions {
tailf:action activate {
tailf:actionpoint hcc-action-point;
tailf:info "Activate HA";

out put {
| eaf status {
type string
}
}

description
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}

"The node will be activated and take the HA rol e configured
under /hal/ nenber/default-ha-role";

}

tailf:action deactivate {
tailf:actionpoint hcc-action-point;
tailf:info "deactivate HA";

out put {
| eaf status {
type string;
}
}

description
"The node will be deactivated, and the HA role 'none'";

}

tailf:action role-override {
tailf:actionpoint hcc-action-point;
tailf:info "Override the current HA role";
i nput {
leaf role {
type cluster-rol e-type;
}

}
out put {
| eaf status {
type string;
}
}
}

tailf:action role-revert {
tail f:actionpoint hcc-action-point;
tailf:info "Revert the HA role to the default-ha-role val ue";

out put {
| eaf status {
type string;
}
}

}

tailf:action status {
tailf:actionpoint hcc-action-point;
tailf:info "Retrieve node HA status";

out put {
| eaf status {
type string;
}
}

}

tailf:action connect-state {
tailf:actionpoint hcc-action-point;
tailf:hidden "hcc-renpte-actions”;
tailf:info "Retrieve node connection state on a renote node";

out put {
| eaf status {
type string;
}
}

}
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groupi ng cluster-w de-actions {
tailf:action cluster-status {
tailf:actionpoint hcc-action-point;
tailf:info "Retrieve cluster wi de HA status";

out put {
| eaf status {
type string;
}
}

}

tailf:action cluster-activate {
tail f:actionpoint hcc-action-point;
tailf:info "Issue activation command to all nodes in the cluster"”;

out put {
| eaf status {
type string;
}
}

}

tailf:action cluster-deactivate {
tailf:actionpoint hcc-action-point;
tailf:info "Stop all HA activity on all nodes";

out put {
| eaf status {
type string;
}
}

}

tailf:action cluster-role-revert {
tail f:actionpoint hcc-action-point;
tailf:info "Revert the HA role to the default-ha-role value on all nodes";

out put {
| eaf status {
type string;
}
}

}

tailf:action cluster-rol e-override {
tailf:actionpoint hcc-action-point;
tailf:info "Revert the HA role to the default-ha-role value on all nodes";
i nput {
leaf role {
type cluster-role-type;
}

out put {
| eaf status {
type string;
}
}
}

tailf:action cluster-connect-state {
tailf:actionpoint hcc-action-point;
tailf:hidden "hcc-renote-actions”;
tailf:info "Retrieve cluster w de HA connection state";
out put {
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| eaf status {
type string;
}
}
}
}

/Il Local actions
groupi ng | ocal -actions {
cont ai ner commands {
config fal se;
tailf:info "Mddify HA behavi or nodifyi ng commands/ acti ons";

uses shared-acti ons;
uses cluster-w de-actions;

tailf:action force-be-slave-to {
tailf:actionpoint hcc-action-point;
tailf:info "Set the node in slave-nmobde and try to connect to a set master"”;
i nput {
| eaf menber {
type leafref {
path "/hcc: hal/ hcc: menber/ hcc: nanme”;

}
}
}
out put {
| eaf status {
type string;
}
}

}

tailf:action create-bgp-tenplates {
tailf:actionpoint hcc-action-point;
tailf:info "Creates exanple device tenplates for BG";

out put {
| eaf status {
type string;
}
}

}

tailf:action readonly {
tailf:actionpoint hcc-action-point;
tailf:info "Configure the node to be readonly node";
i nput {
| eaf node {
type bool ean;
default fal se;

}
}
out put {
| eaf status {
type string;
}
}

}

tailf:action reactivate {
tailf:actionpoint hcc-action-point;
tailf:info "lIssue reactivation conmand to node";
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out put {
| eaf status {
type string;
}
}

/I Renot e actions
groupi ng renote-actions {
cont ai ner commands {

tailf:info "Mdify HA behavi or nodifying commands/actions";

tailf:hidden "hcc-renote-actions";

uses shared-actions {

refine activate {
tailf:actionpoint hcc-rmap;

}

refine deactivate {
tailf:actionpoint hcc-rmap;

}

refine role-override {
tailf:actionpoint hcc-rmap;

}

refine role-revert {
tail f:actionpoint hcc-rmap;

}

refine status {
tailf:actionpoint hcc-rmap;

}

refine connect-state {
tailf:actionpoint hcc-rmap;

NSO Tailf HCC Alarms model

Example 13. NSO Tailf HCC alarms YANG Model

submodul e tail f-hcc-alarnms {
bel ongs-to tailf-hcc {
prefix hcc;

}

import tailf-ncs-alarms {
prefix al;

}
organi zation "Tail-f Systens";

revi sion "2015-09- 14" {
description "Initial revision";

}
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identity hcc-alarm {
base al :al armtype
description "Alarms raised by the tailf-hcc package.";

}

identity node-failure {
base hcc-alarm
description
"The node | ost HA connection with its master"”;

}

identity device-node-failure {
base hcc-alarm
description
"A service node noticed one of its device nodes |ost
HA connection with its master";

}

identity bgp-failure {
base hcc-alarm
description
"A service node noticed it lost its BGP prefix path to
its master";
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Resources

» References for further reading, page 53

References for further reading

NSO Packages chapter in NSO 4.7 Administration Guide.
The AAA Infrastructure chapter in NSO 4.7 Administration Guide.
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