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Virtualization Landscape

= VMware leading

Citrix, 8.3%

= Microsoft Hyper-V is the biggest
challenger in Enterprise space

= Red Hat gaining traction with
adoption of OpenStack

Other Xen, 2.3%
JO_Oracle, 0.8%
Other, 0.7%

Other KVM, 0.5%
Red Hat, 1.7%

\Parallels, 1.4%

Source: Server Virtualization Tracker, 2012 Q2

Cisco Confidential 3



Key Virtualization Trends

. . . . 18%
18% have virtualized the majority of@Fo:011%
their compute infrastructure 101
75%

52% plan on full virtualization o
within two years c 52%

83% are changing hyper 83%‘

83% moving to a multi-hypervisor environment

Source: Symantec’s Windows Server 2012 Migration/Virtualization Survey
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Policy Coordination with VM Managers

» Network policy coordination
with virtualization managers

= Automatic virtual end point
detection and policy
placement

= Policies consistently
implemented in virtual and
physical

» Network policy stays sticky
with VM

-

Hypervisor
Management

vimware
B Microsoft

‘ redhat.

Server

—

Network Policy
Coordination

:l w.bHApp}'LDB] _

B Microsoft

VM networks

———————————————-

Application Profile

Attach / Detach_

notification

- 7 \
gl

VM mobility
iy g; notification

J
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ACI Fabric — Integrated Overlay

Multi-Hypervisor Encapsulation Normalization

INOrmalzed

neapsulation

p =
Losslized
neapsulaton

« All traffic within the ACI Fabric is encapsulated with a VXLAN eader

— ]2 -
« External VLAN, VXLAN, NVGRE tags are mapped at ingress to an internal VXLAN
tag .\I\‘g "i: "."Iei.n
+ Forwarding is not limited to, nor constrained within, the encapsulation type or Ot VXL AN Sif) Bavioad
encapsulation ‘overlay’ network +L- —
+ External identifies are localized to the Leaf or Leaf port, allowing re-use and/or Normalization of Ingress

translation if required Encapsulation Cisco Conficental 6




Hypervisor Integration with ACI
VMM Domains

=  Multiple Virtual Machine
Managers (VMMs) likely on a
single Fabric

= Each VMM and associated
Virtual hosts are grouped within

[ vCenter \ [ SCVMM \ AP I C
»
& - Called VMM Domain
Virtual Machine Manager 2012

\@ @) \@ @)

VMM Domain 1 VMM Domain 2
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Hypervisor Integration with ACI

VMM Domains & VLANS

16M Virtual Networks

VMM Domain 1
4K EPGs

B S
\ ———

VMM Domain 2
4K EPGs

VLAN ID only gives 4K
EPGs (12 bits)

Scale by creating
“pockets” of 4K EPGs

Map to scope of live
migration

Place VM anywhere

Live migrate within VMM
domain
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EPG Spanning across VMM Domains

» EPGs can take different men 1
network identities across vShield

VMM Domain

= Applications can be deployed
across VMM Domains

= VM Mobility is not allowed
between VMM Domain due to
vCenter/SCVMM limitation

VMM Domain 2

vShield




Recommended Practice for VLAN Networks

= Well separated VMM

Domains
= VLAN name space can be
I B P ice f
overiapping SV Doman
= Separate VLAN name space definition
when VMM demains share
TOR

sesesest VMM Definition to
avoid

Overlapping name space

on the same TOR
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Integration with VMWare DVS

Cisco Confidential 11




ACI Fabric and VMWare DVS Integration

Application Network Profile

WEB PORT GROUP

DB PORT GROUP

How does ACI Fabric implement policy ?
— Assigning EPs to EPGs

What are EPs in virtual environment ?
- VMVNICs

How does VMware apply network
configuration ?

- Port Groups

How are EPGs exposed to VMware ?
- Map EPGs to Port Groups

Cisco Confidential
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End-Point identification

= Physical end-point

Baremetal server

* Virtual end-point

APIC Admin

N

# —
iy

ACI Leaf

Defined in APIC

= Switch interface
= VVLAN
= |P subnet for WAN

VMware Admin

VMware vShield for
vCenter/vShield Aasaiy

Port Group

VLAN and VXLAN
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Cisco ACI Hypervisor Integration — VMWare DVS

Application Network Profile

o EPG DB

5 :
—  » Traditional
i 3-Tier FIW L/B
Create Application Policy | CRRIE ﬁ
‘—
APIC Admin >
A
9 ACI
> _.. Fabric
Push Policy (Lazy) !
\...>
Cisco APIC and VMware : 4 Learn location of ESX
vCenter Initial Automatically Map Host through LLDP
Handshake | EPG To Port Groups
%
VDS e

A 4

L 4

APIC Creates

7 Port Groups

Attach Hypervisor

L 2K 2

8
; Instantiate VMs, to VDS
VI/S Ad 0
o i L WYPERVSOR " uypeRwsOR
= Cisco Confidential

" 14



Pre-Staging VMware Integration

/\ VMware
vCenter 7

Create ACI Virtual Distributed
‘ VM Management - Switch Created by
APIC

Domain
APIC Admin

[ Add Hosts to ACI VDS ] - ;

VI/Server Admin
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VMware Integration — App Instantiation

,/\ VIMWare

vCenter

[ Create \ Creation of PortGroups
Application
Profile

APIC Admin . web | m
[ App ] Map to
|

DB ] - PortGroups
/ -

Policy
Download

Instantiate VMs

Fabric

v{.‘ v@ v@ VI/Server Admin
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ACI VMWare Integration — Create VMM Domain
Create vCenter Domain

& Grab File Edit Capture Window Help LR AMMO 3 DA
0 O i APIC
J#s amc . +1 APIC 2
4] @ 172.21.128.43 /#bluni vmmp-VMware APIC [+1

iple Advantage i CARE/DDTS [ iEspenses [insiemeE (o | @) 172.21.128.43/#F.bluni/vmmp-VMware

100% Gk Mon 1:50 PM_ Bradley Wong Qi

R,

77+ & | (B Google Q) (8] (] (B
alialn riple Advantage i CARE/DDTS [z iExpenses [J Insieme Email [# Insieme Logical... [E) Customer Engag... {} Insieme Feature ...
cisco
FABRIC VM NETWORKING L4-L7 SERVICES ADMIN welcome, admin v

INVENTOBY | DOLICIES.

CREATE VCENTER DOMAIN 2
Specify vCenter domain users and controllers IEEA oreranona || raunts ][ wistory |
[ acrions |

Virtual Switch: @ VMWare vSphere Distributed Switch

© Cisco AVS
Associated Attachable Entity [~ N v
Profile:
VLAN Pool: ption \:

VCenter Credentials: [JF8

Profile Name Username Description

vCenter/vShield: §EH

Name P Type Stats Collection

U cance |




ACI VMWare Integration — Create VMM Domain
Create VLAN Namespace

APIC 5
APIC 7

APIC [+1

@ 172.21.128.43/#f:b|uni/vmmp-VMware

¢ | (B- coogle Q) (3] [~ (@)

] Triple Advantage /s CARE/DDTS [5 iExpenses [ Insieme Email [ Insieme Logical... Customer Engag...

sieme Feature ...

N
cisco

TENANTS

FABRIC VM NETWORKING

L4-L7 SERVICES welcome, admin v

NVENTORY | POIICIES

CREATE VCENTER DOMAIN
| CREATE VLAN POOL

alol Provid ?

m OPERATIONAL || FAULTS || HISTORY

M Quick Start

Specify the Pool identity
PROP Name: wns100

Description: | o0tons ‘

Alocaton Mode: ® Dynaic Alocatin _

© static Allocation

Encap Blocks:




ACI VMWare Integration — Create VMM Domain

Create vCenter Credentials

APIC ¥
APIC L+l

0 O C APIC . ]
\4 ) @ 172.21.128.43/#f:b|uni/vmmp-VMware APIC lTL

Triple Advantage % CARE/DDTS [ iExpenses [EJ Insieme Email —~

@ 172.21.128.43/#f:b|uni/vmmp-VMware

77 & | (B~ Google
SYSTEM TENANTS

Triple Advantage ::s CARE/DDTS [g] iExpenses [EJ insieme Email [ Insieme Logical... [E] Customer Engag...

Insieme Feature ...

TENANTS FABRIC

VM NETWORKING L4-L7 SERVICES

welcome, admin v
A

INVENTORY | DOIICIES.

CREATE VCENTER DOMAIN

LLC) Provid

PROP | M Quickstart
[ER[%] VM Provider Microsoft

Specify vCenter domain users and controllers

VM Provider VMware E I Name: [DC1
PROA Virtual Switch: © VMWare vSphere Distributed Switch
© Cisco AVS
Associated Attachable Entity o v
Profile: -
VLAN Pool: | vns100-dynamic v
P——
Profle Name Usemame Description

SUBMIT CANCEL




ACI VMWare Integration — Create VMM Domain

Create vCenter Controller Association

APIC @
apic [+ APIC . ]
@ 172.21.128.43/#F|uni/vmmp-Vhware APIC [+
mith Barney [} Triple Advantage i CARE/DDTS iExpenses Insieme Em -
2 8 @ 172.21.128.43/#f:b|uni/vmmp-VMware 77 = & | (B~ Google

SYSTEM

"} Triple Advantage i CARE/DDTS [gJ iExpenses [ insieme Email [# Insieme Logical... Customer Engag...

TENANTS FABRIC VM NETWORKING L4-L7 SERVICES welcome, admin v

WUENTODY | DOLICIES

CREATE VCENTER DOMAIN

LY Provid ?

{8 Quick Start

[ERZ] VM Provider Microsoft Specify vCenter domain users and controllers m OPERATIONAL || FAULTS || HISTORY
S Names [0C1 [_acrions |
PROP Virtual Switch: @ VMWare vSphere Distributed Switch
© Cisco AVS
Associated Attachable Entity [~ =
Profile

: N
i

Profile Name Username Description

VLAN Pool: | vns100-dynamic

VCenter Credentials: = E

-
|

Name. P Stats Collection

SUBMIT CANCEL




ACI VMWare Integration — Create VMM Domain
Display VMM Domain Association

APIC L+L

APIC

(@) @ 172.21.128.43/#f:alcomp/prov-VMware/dom-DC1 ¢ | (B- Google Q) (&) (~] (B

riple Advantage

CARE/DDTS [ iExpenses  [EJ Insieme Email [# Insieme Logical... [EJ Customer Engag...

insieme Feature ...

TENANTS FABRIC

VM NETWORKING

INVENTORY | POLICIES

L4-L7 SERVICES

weicome, admin v

Domain - DC1

PROPERTIES

Name: DC1

?

IE: 5!. OPERATIONAL || HISTORY

E17221.12861
1722112862 Controllers:
B 1722112863
R {El ovs - apicvswitch
&l apicvswitch-DVUplinks-266

REVISION

vCenter Online VMware vCenter Server 5.1.0 build-1364037 C974564D-0849-49F0-9664-22250A3...  5.1.0
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ACI VMWare Integration — Create VMM Domain
Display new DVS on vCenter

@ Windows 7 2

Edit View Inventory Administration Plug-ins Help

a8 ‘9 Home b g8 Inventory b @ Networking ‘WSEMH Inventory
a0 & &

apicVswitch

& VM Network [ A, Summary | Networks | Ports | Resource Allocation | Configuration | Virtual Machines | Hosts | Tasks & Events | Alarms | Permissio
close tab [X] -
&, apicVswitch-DVUpli

e What is a vSphere Distributed Switch?

A vSphere Distributed Switch acts as a single virtual switch
across all associated hosts. This allows virtual machines to
maintain consistent network configuration as they migrate
across hosts.

Distributed virtual networking configuration consists of D'S'\f;ﬁg;f('
three parts. The first part takes place at the datacenter

level, where vSphere Distributed Switches are created,
and hosts and distributed port groups are added to
vSphere Distributed Switches. The second part takes
place at the host level, where host ports and networking
services are associated with vSphere Distributed Switches
either through individual host networking configuration or
using host profiles. The third part takes place at the virtual
machine level, where virtual machine NICs are connected
to distributed port groups either through individual virtual
machine NIC configuration or by migrating virtual machine
networking from the vSphere Distributed Switch itself.

Explore Further

Basic Tasks

=| Learn more about vSphere Distributed
[ Add a host T

&% Manage this vSphere distributed switch =| Learn how to set up a network with a
K — FR— vSbhere Distributed Switch |

Name, Target or Status contains: Clear X

Recent Tasks

Name | Target | Status | Details | Initisted by | vCenter Server Requested Start Ti... < | Start Time | Completed Time |

1 Tasks @ Alarms |

Cisco Confidential 22




ACI VMWare Integration — Associate EPG to VMM
Add VMM Domain Association

APIC
£ ApIC
apiC L+l
(4 ) @ 172.21.128.43/#bTenants:C¢ m/eg .
5 care/oots [ iexpenses [ 1) @ 172.21.128.43/#bTenants:Coke|uni/tn-Coke/ap-www.Coke.comepg-APPIfvAEPgVMMBindings 77+ & | (B Google Q) (3] () (B-
| Smith Barney [ ! Triple Advantage i CARE/DDTS iExpenses Insieme Email [ Insieme Logical... Customer Engag... | | Insieme Feature ...

SYSTEM

T [ ADoTENANT | alialn FABRIC VM NETWORKING

welcome, admin v

B &8 Tenant Coke
B8 Appiication Profiles
B & vwow Coke.com
(B L4-L7 Service Parameters
B® Appiication EPG APP.
B Contracts
B Static Bindings (Paths)
1 Static Bindings (Leaves)
Subets
| {8 Domains (VMs and bare metals)
(B 1P Address Pools.
(B L4-L7 Service Parameters
EH® Applcaton E7G DB
EB® Applcation £°G WEB
Networking
Secuity Policies
Troubleshooting
Monitoring Policies
1417 Services
[ L4-L7 Service Parameters

lenant Coke
Application Profiles
B & vww.Coke.com
[ L4-L7 Service Parameters
B ® Application EPG APP
M Contracts
M Stetic Bindings (Paths)
M Static Bindings (Leaves)
(N Subets
1 Domains (VMs and bare metals)
B 1P Address Pools
MM L4-L7 Service Parameters
ER® Application EPG DB
ER® Application EPG WEB
Networking
Security Policies
Troubleshooting
Monitoring Policies
L4-L7 Services
Ml L4-L7 Service Parameters

Domains (VMs and bare metals)

O+

VMM DOMAIN

b1

STATE

formed




ACI VMWare Integration — Associate EPG to VMM
Add VMM Domain Association

% Windows 7

File Edit View Inventory Administration Plug-ins Help
[ Home > g mventory b @ Networing | B s ety [a]
a0 & &

apicVswitch

Summary ' Networks 'Ports ' ResourceAllocation asks &Events ' Alarms | Per

close tab -

)
& apicVswitchDVUplit | \yhat js 2 vSphere Distributed Switch?
2, Coke-wvw.Coke.co

® [y oc2 A vSphere Distributed Switch acts as a single virtual switch
across all associated hosts. This allows virtual machines to
maintain consistent network configuration as they migrate
across hosts.

Distributed virtual networking configuration consists of Distributed
three parts. The first part takes place at the datacenter
level, where vSphere Distributed Switches are created,
and hosts and distributed port groups are added to
vSphere Distributed Switches. The second part takes
place at the host level, where host ports and networking
services are associated with vSphere Distributed Switches
either through individual host networking configuration or
using host profiles. The third part takes place at the virtual
machine level, where virtual machine NICs are connected
to distributed port groups either through individual virtual
machine NIC configuration or by migrating virtual machine
networking from the vSphere Distributed Switch itself.

Explore Further

Basic Tasks —
=| Learn more about vSphere Distributed
[ Add a host Switches
&% Manage this vSphere distributed switch =l Learn how to set up a network with a
L FRS——— vSphere Distributed Switch |
Recent Tasks Name, Target or Status contains: + Clear X
Name | Target | Status | Details | Initisted by | vCenter Server | Requested Start Ti... < | Start Time | Completed Time |
$) AddDistributed PortG.. @ apicVswitch @ Completed root @ locahost 2/17/20147:04:49 AM  2/17/20147:04:49 AM  2/17/2014 7:04:49 AM
|Z] Tasks @ Alarms | root
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Integration with Microsoft
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Microsoft integration
DEMO ONLY

= Microsoft integration with fabric is a DEMO ONLY at FCS
= Integration using VLAN networking only, no NVGRE
= Full feature support is targeted for FCS+6 with SCVMM 2012
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Microsoft Azure Pack Integration

= Integration with Microsoft
requires:

Web Sites
: Apps Consumer
Provider
. Database Self-Service
- Windows Server 2012 Portal  gv¥s Portal

ACI

®

Service Management API

= Azure Pack provides single " w
L veo B owws [ osau | Sovee N
pane of glass for Definition,
creation, management of their — f
] &) System Center 2012 Rr2 w/ Service Provider
cloud service Foundaten

- Systems Center 2012 R2 with SPF

- Windows Azure Pack

BB Windows Server 2012

= Divided into Provider (Admin)
portal and Consumer Self- —

S




Microsoft Azure Pack Integration
Admin Experience

Service Management Portal | @ ASCISCO\Administrator

aci

abali aq

C1Sco QUICKSTART TENANTS PRODUCTS SETTINGS CONTROLS

/ ACI

Finish the following steps to complete your ACI setup

HELLO WORLD

Add & Configure RS
service providers

for this SICIOR0S
deployment (APIC

IP Address, Login SRR
Credentials, etc.)

[ Skip Quick Start the next time visit

S Usage & Billing statistics per user and other

admin functions
USER COSTS

+NEW

Cisco Confidential
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Microsoft Azure Pack Integration
Tenant Experience

Service Management Portal

@ admin@pepsi.com

ALL ITEMS 1
aci networks
omn
‘cisco  ACINETWORKS ENDPOINT GROUP TENANT SUBSCRIPTIONID VLAN o
VIRTUAL MACHINES PepsiHr-InsiemePortal-WEB PepsiHr 94a3bd30-9bdb-4d89-a623-0851ef776bba 13
PepsiHr-InsiemePortal-APP PepsiHr 94a3bd30-9bdb-4d89-a623-0851ef776bba 9
SQL SERVER DATABASES
PepsiEng-InsiemePortal-APP PepsiEng 94a3bd30-9bdb-4d89-a623-0851ef776bba 10
PepsiEng-InsiemePortal-WEB PepsiEng 94a3bd30-9bdb-4d89-a623-0851ef776bba S

MY ACCOUNT

Services this acca

R r f ACI servi rrently creat n
has access to esources of ACI service currently created and

consumed by this tenant

Application Network Profiles are created through
Azure Pack, and pushed to APIC using REST
APls
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ACI Azure Pack Integration

1
Application Network Profile

Load App DB

Traditional
3-Tier
Balancer

Firewall Web

Application

APP PROFILE

APIC Admin
(Basic Infrastructure) A E—--b
7 L Acl
> Fabric
Pull Policy on leaf
. 2 where EP attaches ! _ — P
e .

Get VLANS allocated Push Network
for each EPG Profiles to APIC

6
} 5
Z Indicate EP Attach to attached leaf

Create Application v Create VM Networks Micrmhﬁé@ / .
Policy . System Center Instantiate VMs when VM starts
1 N ‘ >z — > Virtual Machine Manager 2012 \
APIC Plugin SCVMM Plugin @ OpFlex Agent L > OpFlex Agent
@ HYPERVISOR H\'PERVISOR HYPERVISOR
Windows‘:\zure == Windows Server 2012 == Windows Server 2012 == Windows Server 2012

Azure Pack \ SPF

Azure Pack Tenant
AP L ential | 30




Integration with OpFlex
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OpFlex — A Flexible, Extensible Policy Protocol

OPFLEX is a new extensible policy resolution protocol
designed for declarative management of any datacenter Policies
infrastructure. Unlike legacy protocols such as OVSDB, 2 Who can talkcto whom

) - What about
OPFLEX was deS|gned to offer: - Topology control

- Ops stuff

~

/8

D4
//\

Opflex Agent Opflex Agent Opflex Agent Opflex Agent

—_— —
Fiizisasssssssiaesy Fiisesssssssssiaesy Fiizississasassaaiisy
Esssssssssssessssasisecsasss] e e [EsssEssssssssessssasisessascs] ssssisssssssssestssstisecssses]

Declarative resolution — Push + Pull API support

Abstract policies rather than device-specific
configuration

Flexible, extensible definition of using XML / JSON

Opflex Opflex Opflex

GRiexEIoX) Agent Agent Agent

Support for any device — vswitch, physical switch,

) Firewall Hypervisor ADC
network services, servers, etc.

Switch

Legacy API
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Hypervisor Integration with ACI

Endpoint Discovery

= Virtual Endpoints are
discovered for
reachability & policy
purposes via 2 methods:

A
= Control Plane Learning: o
ontro
- Out-of-Band Handshake: vCenter (vCenter API)
APIs %
- Inband Handshake: OpFlex- i e VMM
enabled Host (N1KV, Windows Control Data Path =
Server 2012, etc.) (OpFlex) D e
= Data Path Learning: PV Host
Distributed SWitCh OpFlex Host

Cisco Confidential 33
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Hypervisor Integration with ACI

Policy Resolution Immediacy

= Policies are pushed to Leaf nodes based on Resolution Immediacy defined upon association of EPG to
VMM Domain

* Immediate: All policies (VLAN / NVGRE / VXLAN bindings, Contracts, Filters) pushed to leaf node upon Hypervisor pNIC
attachment. LLDP or OpFlex used to resolve Hypervisor to Leaf node attachment.

» Lazy: Policies only pushed to leaf node upon pNIC attachment AND vNIC association with port-group (EPG)
= Policy programming in Leaf node hardware based on Instrumentation Immediacy

= Immediate: Policies programmed in Policy CAM once received by APIC as defined by Resolution Immediacy Policy

» Lazy: Polices programmed in hardware Policy CAM only when reachability is learnt through data path
Cisco Confidential 34




Design Considerations
VLAN-Based Hypervisor Networks

Smi sEEEs B P = Hosts are assigned VLAN ID
EiEE sana S . to EPG binding through VMM

J i [ il | & APIC Integration

= Intermediate L2 nodes not
managed — need to manage
VLANSs on these for each
VMM Domain

= Endpoint location discovered
through “stitching” LLDP
TLVs (non OpFlex-enabled
Hosts)

Provision all VLANs for VMM Domain
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Design Considerations
VXLAN & NVGRE-based Hypervisor Networks

SEm R S = = Hosts are assigned VNID and
SR - e e VSID to EPG binding through

i [ | it VMM & APIC Integration

= Infra-VLAN is extended out to
front-panel tenant ports -
Infra-VLAN needs to be
provisioned on intermediate
L2 Nodes

= Endpoint location discovered
though “stitching” LLDP TLVs
(non OpFlex-enabled Hosts)

Provision Infra VLAN for Hypervisors
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Roadmap Virtualization Integration

" Fabric FCS N\ Fabric FCS+6 A
-VI\\,/II\\/I’\\/’vaarg?Center and vCNS 5.1/5.5 VMware
+ Network Policy coordination  VMware 2014

* VM Attach event detection and policy placement
* VMotion event detection and network policy mobility

« VM network stats collection Microsoft
« SCVMM 2014 vNext+

Microsoft - pemo only, no production release
* Network Policy coordination with SCVMM 2012

* VM attach/detach, VM Mobility event detection and policy KVM OVS with OpenStack
placement
Integration
Nexus 1000V
* Non-switching and local switching modes \ /

*  OpFlex policy model implementation
* APIC Network policy extension into N1KV
* APIC centralized controller for N1KV VEMs
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Integration Features comparison between VMware, MS
and OpenStack

Products APIC integrated
with

VMware vCenter, vShield, vCloud Director
5.1

System Center Virtual Machine Manager
(SCVMM 2012)

Havana Release

Networks

VLAN and VxLAN

VLAN only
Demo at Fabric FCS

VLAN & VXLAN using Quantum Provider network
extension

Network Policy
coordination

APIC creating a PortGroup in vCenter/
vShield for VLAN and VxLAN networks

VM Networks in SCVMM

OpenStack Quantum plug-in creating APIC
Application profiles
APIC EPG mapping to networks & Security Groups

VM Movement detection
and network policy mobility

vCenter notification to APIC and detection
on the wire

Via Insieme Host Agent installed in Hyper-V
relaying VM mobility notification

VM attach to networks
detection

vCenter notification to APIC and detection
on the wire

Via Insieme Host Agent installed in Hyper-V
relaying VM attach/detach events

Via the Quantum Plug-in

VM Network Statistics
collection

VM health, status, statistics
Per EPG stats

Via OpenStack Ceilometer

Application Visibility

Per application, knowledge of all end points
(virtual and physical) attached to EPGs and
L4-7 Services

Per application, knowledge of all end points
(virtual and physical) attached to EPGs and
L4-7 Services

Per application, knowledge of all end points (virtual
and physical) attached to EPGs and L4-7 Services
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Thank you.
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