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• FCIP provides a standard way of encapsulating FC frames within TCP/IP, allowing islands of 
FC SANs to be interconnected over an IP-based network 

• FC frames are treated the same as datagrams 

• TCP/IP is used as the underlying transport to provide congestion control and in-order delivery 
of error-free data 

• It is not  FCoE, FCP or iSCSI. 
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• End-station addressing, address resolution, message routing, and other fundamental 
elements of the network architecture remain unchanged from the Fibre Channel model, 
with IP introduced exclusively as a transport protocol for an inter-network bridging 
function 

• IP is unaware of the Fibre Channel Payload and the Fiber channel fabric is unaware of IP 
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• Non-Dynamic (This is the connection type the MDS9000 uses) 

TCP connection to a specific IP address 

• Dynamic (Feature not supported or used with MDS9000 FCIP  
 implementation) 

Discovery of FCIP entities using SLPv2 
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• TCP uses a sliding window for flow control  

– end to end between FCIP entities  

– BB_Credits not relevant over FCIP  

• FC  FCIP is typical point where problems may occur 

– Multiple 1 or 2 Gbps FC sources to slow, high latency WAN path 
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Multiple Fibre 

Channel Sources 

at 1/2/4 Gbps 

FC Receive 

Buffers 

TCP Send 

Buffer 

TCP Send Buffer drains at variable rate up to TCP maximum window 

size per RTT (steady state) 
FC buffers drain 

and fill TCP Send 

buffer 

TCP Send Buffer = TCP maximum window size + tcp send-

buffer-size  

MDS9000 with IPS-8 

An example: 

Four FC sources connected to ports each with 32 buffers (configured as switchport fcrxbbcredits 32) = total 128 buffers 

 

To avoid frame expiry, each buffer must be able to empty in less than 500ms.  

So, minimum aggregate drain rate = 2 x 128 or 256 frames/second 

 

Assuming TCP send Buffer is already full, TCP must be able to send at > 256 Frames/second. At 2148 Bytes/frame, this is only (2148 x 8 x 256) = 

4.4Mbps. 
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• Perform these basic configuration steps on both MDS 9000 switches to configure 
IPS modules and FCIP links. 

Step 1 - Configure the Gigabit Ethernet interface(s). 

Step 2 - Create a FCIP profile and assign a Gigabit Ethernet interface IP address to that 
profile. 

Step 3 - Create a FCIP interface and assign a profile to that interface. 

Step 4 - Configure peer information for the FCIP interface(s). 

Step 5 - Enable the interface(s). 
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Basic Gigabit Ethernet configuration 

IP address and subnet mask, IP MTU frame size, and port enable 

Static IP Routing 
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Command  Purpose  

Step 1  switch# config terminal 

switch(config)# 

Enters configuration mode. 

Step 2  switch(config)# interface gigabitethernet 3/1 

switch(config-if)# 

Enters the interface configuration mode on the 

Gigabit Ethernet interface (slot3, port 1). 

Step 3 switch(config-if)# ip address 10.100.1.25 255.255.255.0 Enters the IP address (10.100.1.25) and subnet 

mask (255.255.255.0) for the Gigabit Ethernet 

interface. 

Step 4 switch(config-if)# no shutdown Enables the interface. 

SW2SW1

10.1.1.100/24

10.1.1.1/24 10.100.1.1/24

10.100.1.25/24

IP ROUTER

Gi3/1 Gi3/1 
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Command  Purpose  

Step 1 switch# config terminal 

switch(config)# 

Enters configuration mode. 

Step 2   switch(config-if)# switchport mtu 2300 

switch(config-if)# 

Changes the IP maximum transmission unit (MTU) to 2300. The 

default is 1500. 

• Maximum Transmit Unit (MTU) Size 

Default IP MTU = 1500 bytes 

Jumbo frames supported (9000 bytes) 
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• To configure static IP routing through the Gigabit Ethernet interface, follow these steps: 

Command  Purpose  

Step 1  switch1# config terminal 

switch1(config)# 

Enters configuration mode. 

Step 2  switch1(config)# ip route 10.1.1.1 255.255.255.255 10.100.1.x  interface gigabit 3/1 

switch1(config-if)# 

Enter the routing entry to SW2(10.1.1.1) with 

configuring the next hop(10.100.1.x), which is the 

IP address of the router connected to the Gigabit 

Ethernet 3/1  interface. 
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show ips ip route interface ethernet  

switch# 

• Takes the Ethernet interface as a parameter and returns the route table 

for that interface 

SW1# show ips ip route interface gigabitethernet 3/1 

Codes: C - connected, S - static 

 

No default gateway 

 

S 10.1.1.1/32 via 10.100.1.x, GigabitEthernet3/1 

C 10.100.1.0/24 is directly connected, GigabitEthernet3/1 

Connected (C) identifies the subnet in which the 

interface is configured (directly connected to the 

interface). Static (S) identifies the static routes 

that go through the router. 
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ping  

switch1# 

• Sends echo request packets out to a remote device at a specified IP 

address 

switch1# ping 10.1.1.1 

PING 10.1.1.1 (10.1.1.1): 56 data bytes 

64 bytes from 10.1.1.1: icmp_seq=0 ttl=255 time=0.1 ms 

64 bytes from 10.1.1.1: icmp_seq=1 ttl=255 time=0.1 ms 

64 bytes from 10.1.1.1: icmp_seq=2 ttl=255 time=0.1 ms 

--- 10.1.1.1 ping statistics --- 

3 packets transmitted, 3 packets received, 0% packet loss 

round-trip min/avg/max = 0.1/0.1/0.1 ms 

Note: Extended Ping Parameters are also supported on MDS, use them to 

troubleshoot 
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• Create a profile for each Gigabit Ethernet Interface 

To create a FCIP profile for Switch 1 above, follow these steps:  

Command  Purpose  

Step 1   switch1# config terminal 

switch1(config)# 

Enters configuration mode. 

Step 2   switch1(config)# fcip profile 10 

switch1(config-profile)# 

Creates a profile for the FCIP connection. The valid range is 

from 1 to 255. 

Step 3   switch1(config-profile)# ip address 10.100.1.25 Associates the profile (10) with the local IP address of the 

Gigabit Ethernet interface (3/1). 
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• Create a profile for each Gigabit Ethernet Interface 

To create a FCIP profile for Switch 2 above, follow these steps:  

Command  Purpose  

Step 1  switch2# config terminal 

switch2(config)# 

Enters configuration mode. 

Step 2  switch2(config)# fcip profile 20 

switch2(config-profile)# 

Creates a profile for the FCIP connection. 

Step 3  switch2(config-profile)# ip address 10.1.1.1 Associates the profile (20) with the local IP address of the Gigabit 

Ethernet interface. 
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To enter the switch(config-profile)# prompt, follow these steps: 

Command  Purpose  

Step 1  switch# config terminal 

switch(config)# 

Enters configuration mode. 

Step 2  switch(config)# fcip profile 20 

switch(config-profile)# 

Creates the profile (if it does not already exist). The valid range is from 1 

to 255. 

• To change the default FCIP port number (3225), follow this step: 

Command  Purpose  

Step 1  switch(config-profile)# port 5000 Associates the profile with the local port number (5000). 

switch(config-profile)# no port Reverts to the default 3225 port. 

Peer will have to be configured to open FCIP  

connection to non-default TCP port 
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• Create FCIP interface, assign a profile, set peer address, and enable 

To create and enable a FCIP interface for Switch 1 above, follow these steps: 

Command  Purpose  

Step 1  switch1# config terminal 

switch(config)# 

Enters configuration mode. 

Step 2  switch1(config)# interface fcip 51 

switch1(config-if)# 

Creates a FCIP interface (51). 

Step 3  switch1(config-if)# use-profile 10 Assigns the profile (10) to the FCIP interface. 

Step 4  switch1(config-if)# peer-info ipaddr 10.1.1.1 (port) Assigns the peer IP address information (10.100.1.25 for switch 2) to the 

FCIP interface.  If not specified the port will be 3225. 

Step 5 switch1(config-if)# no shutdown Enables the interface. 
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• Create FCIP interface, assign a profile, set peer address, and enable 

To create and enable a FCIP interface for Switch 2 above, follow these steps: 

Command  Purpose  

Step 1  switch2# config terminal 

switch(config)# 

Enters configuration mode. 

Step 2  switch2(config)# interface fcip 52 

switch2(config-if)# 

Creates a FCIP interface (52). 

Step 3  switch2(config-if)# use-profile 20 Binds the profile (20) to the FCIP interface. 

Step 4  switch2(config-if)# peer-info ip address 10.100.1.25 (port) Assigns the peer IP address information (10.1.1.1 for switch 

1) to the FCIP interface 

Step 5  switch1(config-if)# no shutdown Enables the interface. 
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• Controls the minimum amount of time TCP waits before retransmitting. 

By default, this value is 300 milliseconds. 

Command  Purpose  

Step 1  switch(config-profile)# tcp min-retransmit-time 500 Specifies the minimum TCP retransmit time for the TCP 

connection in milliseconds (500). The default is 300 

milliseconds and the range is from 250 to 5000 

milliseconds. 

switch(config-profile)# no tcp min-retransmit-time 500 Reverts the minimum TCP retransmit time to the factory 

default of 300 milliseconds. 
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• Configure the interval between which the TCP connection verifies if the 

FCIP link is functioning. 

Command  Purpose  

Step 1  switch(config-profile)# tcp keepalive-timeout 120 Specifies the keepalive timeout interval for the TCP connection in 

seconds (120). The default is 60 seconds. The range is from 1 to 

7200 seconds. 

switch(config-profile)# no tcp keepalive-timeout 120 Reverts the keepalive-timeout to 60 seconds. 
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• Specifies the maximum number of times a packet is retransmitted before TCP 

decides to close the connection. 

Command  Purpose  

Step 1  switch(config-profile)# tcp max-retransmissions 6 Specifies the maximum number of retransmissions (6). 

The default is 4 and the range is from 1 to 8 

retransmissions. 

switch(config-profile)# no tcp max-retransmissions 6 Reverts to the default of 4 retransmissions. 
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• Optimal TCP window size is computed using three options. 

– Maximum Bandwidth 

– Minimum Available Bandwidth 

– Round Trip Time 

Command  Purpose  

Step 1  switch(config-profile)# tcp max-bandwidth-mbps 900 min-available-bandwidth-mbps 300 round-trip-

time-ms 10 

Configures the maximum available bandwidth at 900 Mbps, 

the minimum slow start threshold as 300 Mbps, and the round 

trip time as 10 milliseconds. 

switch(config-profile)# no tcp max-bandwidth-mbps 900 min-available-bandwidth-mbps 300 round-

trip-time-ms 10 

Reverts to the factory defaults. The defaults are max-

bandwidth = 1G, min-available-bandwidth = 2 Mbps and 

round-trip-time is 10ms. 

switch(config-profile)# tcp max-bandwidth-kbps 2000 min-available-bandwidth-kbps 2000 round-trip-

time-us 200 

Configures the maximum available bandwidth at 2000 Kbps, 

the minimum slow start threshold as 2000 Kbps, and the round 

trip time as 200 microseconds. 
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Command  Purpose  

Step 1  switch(config-profile)# tcp send-buffer-size 5000 Configure the advertised buffer size to 5000 KB. The valid 

range is from 0 to 8192 KB. 

switch(config-profile)# no tcp send-buffer-size 5000 Reverts the switch to its factory default (0 KB). 

• Defines the required additional buffering—beyond the normal send 

window size —that TCP allows before flow controlling the switch's 

egress path for the FCIP interface. The default buffer size is 0 KB. 
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• If the time-stamp option is enabled, be sure to configure the Network Time Protocol (NTP) on both 
switches.  Do not use with tape or write acceleration. 

• To enable or disable the time-stamp option, follow these steps on the FCIP interface: 

Command  Purpose  

Step 1  switch(config-if)# time-stamp 

Please enable NTP with a common time source on both MDS Switches that are 

on either side of the FCIP link 

Enables time stamp checking for received packets with a 

default acceptable time difference of 2000 milliseconds. 

switch(config-if)# no time-stamp Disables (default) time stamps. 

Step 2  switch(config-if)# time-stamp acceptable-diff 4000 Configures the acceptable time within which a packet is 

accepted. The default difference is a 2000 millisecond interval 

from the network time. The valid range is from 1 to 60,000 

milliseconds. 

switch(config-if)# no time-stamp acceptable-diff 4000 Deletes the configured time difference and reverts the 

difference to factory defaults. 

Step 3   switch(config-if)# no shutdown Enables the interface. 
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Is it what you think it is? 
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Thank you. 


