Thanks, Craig.  The following is me thinking this through for myself. You may already have grasped the idea.  But it does help me simplify the problem and state it more concretly.  Most of it deals with how an IPS in-line vlan works.  Forgive me if I've oversimplified...

Port 32 is a trunk going to the IPS – allowed are vlans 33 and 34.  Workstation-A, whose IP address is in the subnet associated with vlan 33 is connected to port 11.  Port 11 an access port normally in vlan 33, is changed to vlan 34, so that the IPS may evaluate it.  Server-A, whose IP address is also in the subnet associated with vlan 33, is connected to port 12 on the switch.  Port 12, an access port which is normally in vlan 33, stays in vlan 33.  Nothing changes for the Server-A.  Now, when Workstation-A sends a packet to Server-A, the switch receives that packet on Port 11, which is now in vlan 34.  Looking in its vlan 34 cam table, the switch does not see the destination mac-address, and floods it out all vlan 34 ports, including port 32, the 802.1q trunk to the IPS.

What the IPS does is evaluate the frame.  If the frame is OK, it simply changes the vlan tag to indicate the frame belongs to vlan 33, instead of vlan 34, which is how it came to the IPS unit – the mac addresses stay the same.  Then it sends back out the trunk to the switch, with the new vlan 33 tag.  The switch strips the vlan tag, sees that it belongs to vlan 33, and looks up the mac-address in the vlan 33 cam table.  Now, it does find the mac address and forwards it to its originally intended destination, which is Server-A.  When Server-A sends packets back to workstation-A, the reverse happens.  In the process, the IPS unit is evaluating all that traffic.  This is what is known as an “in-line vlan”.  Of course, if any traffic matches a signature, then the IPS filters it, etc.  But that is another topic.

So at this point, we’ve only talked about port 32, the trunk to the IPS, and other switch ports that have been selected to participate in the IPS filtering. 

But what if the IPS unit fails, to the point where frames sent to it are not returned?  In this case, traffic from workstation-A would be flooded to the IPS trunk’s vlan 34, and would not ever be magically changed to vlan 33 by the IPS and forwarded to Server-A, because the IPS is down.

Enter the failover access ports, port 33 (vlan 33) and port 34 (vlan 34).  Their purpose is to accommodate a situation where the IPS has failed.  Now with these two ports functioning correctly (both would have to be forwarding), the frame from workstation-A gets flooded out vlan 34 ports, including port 34.  That frame gets returned to port 33 (vlan 33).  The switch looks for and finds server-A in the vlan-33 cam table, and traffic forwards effectively.

So the question is, assuming we can make ports 33 and 34 always be in forwarding state, is there any harm in this?  In other words, with the IPS unit up, do we want the vlan 34 unknown unicast flood to hit port 34, in addition to port 32?  If it exits port 34, and enters port 33, as well as exiting and re-entering port 32 (the IPS), then there will be duplicate frames.  So, no, we don’t want that.  When the IPS is functioning, we want port 32 to be the only port that returns the ‘source’ mac-address of workstation-A in workstation-A’s true vlan 33 (of course, workstation-A is really on port 11, but you see now how the IPS performs this sleight-of-hand.).  If ports 33 and 34 are also passing this traffic, that will be trouble.

We’re not being so draconian to insist that traffic must absolutely pass through the IPS from workstation-A to server-A and vice-versa.  If the IPS is down, we want traffic to flow uninspected.  So what we want is to have ports 33 and 34 both in forwarding mode – but only when the port 32 (IPS) trunk is down.  Otherwise, we want one of the two access ports (port 34 as it turns out) to be in blocking mode, when the IPS is up.  Previous entries in this thread have established that this will indeed be the case in normal circumstances -- 1 blocking and 1 forwarding.

So here's where I stand with this.  We want ports 33 and 34 to both be forwarding, but only when the IPS unit on port 32 is down.  Otherwise we want one blocking, as is normally the case.  I feel like an answer is close.  But it’s getting late in these parts.  So we’ll see what tomorrow brings.

Thanks, 

Rick P.

